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Abstract—Remote Direct Memory Access (RDMA) has been widely deployed in datacenters for its high performance. Large-scale

high performance cloud services built on geographically distributed datacenters require long-range RDMA for performance

requirements. However, existing RDMA solutions can hardly satisfy the stringent requirements of the emerging large-scale

high-performance cloud services built on geo-distributed datacenters in terms of throughput and delay. On the one hand, lossless

RDMA suffers from a deep buffer and potential suboptimal throughput for inter-datacenter traffic due to delayed response to Priority

Flow Control (PFC) messages. On the other hand, lossy RDMA with selective retransmissions suffers from poor performance when

multiple flows with different round-trip times (RTTs) coexist in cross-datacenter scenarios. This article proposes SWING , which expands

the high-performance lossless RDMA to long-distance links through PFC-Relay. SWING ensures the throughput of long-distance links

while minimizing the buffer requirement for long-range RDMA. It enables long-range RDMA without making any modifications to

existing in-datacenter networks. The evaluation shows that SWING can reduce the average flow completion time (FCT) by 14%-66% in a

variety of traffic scenarios.

Index Terms—Inter datacenter communication, Datacenter networks, Flow control, PFC, RDMA

Ç

1 INTRODUCTION

RDMA has been widely adopted by high performance
computing (HPC) systems [1], [2]. It provides applica-

tions with ultra-low latency, high throughput, and low CPU
resource consumption. It has become a trend for datacenters
to deploy RDMA to enhance the performance of the accom-
modated cloud services. Solutions for building RDMA net-
works in datacenters generally fall into two categories:
lossless RDMA and lossy RDMA. RDMA over Converged
Ethernet v2 (RoCEv2) [3] is a typical lossless solution. It is
compatible with IP/Ethernet and requires the PFC mecha-
nism to ensure a lossless network. In terms of lossy solutions,

the improved RoCE NIC (IRN) [4] is proposed as a selective
retransmission scheme for building RDMA over lossy net-
works [4], [5], [6].

Large-scale high performance cloud services built on
geographically distributed datacenters require long-range
RDMA. First, more and more services provided by data-
center operators like Amazon [7], Microsoft [8], Google [9],
and Facebook [10], are deployed across multiple regionally
connected small-scale datacenters. These datacenters are
connected by dedicated optical cables directly, which are
different from wide area networks (WAN). This gives the
services the ability to establish RDMA connections over
datacenter interconnection (DCI). Second, these services
usually adopt RDMA to communicate inside the datacenter
for stringent performance requirements. When these serv-
ices communicate across these datacenters, it is better to
continue using existing RDMA technology to achieve sin-
gle-connection high throughput over long-distance links.
In addition, using RDMA can maintain API consistency
and reduce the complexity of application deployment
across datacenters. There are several requirements for a
solution that provides long-range RDMA. First, the solu-
tion needs to be compatible with the existing RDMA tech-
nologies. It should not interfere with existing network
protocols. Second, the solution should keep the existing
network equipment inside the datacenter unchanged.
Modifications to existing infrastructures should be
avoided. Third, it is expected to fully utilize the long-dis-
tance links and provide the upper-layer applications with
high performance. Last but not least, it should use as less
buffer as possible to avoid long queuing delays. However,
existing RDMA solutions cannot meet these requirements.
Typically, most datacenters usually adopt deep buffer
switches for inter-datacenter connections. These switches
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are more complex and expensive than shallow-buffer
switches. In addition, the deep buffer will introduce long
queuing delays for RDMA connections. For shallow-buff-
ered switches, the PFC mechanism can cause throughput
loss. Even though connected by dedicated optical fibers, a
long distance between two datacenters introduces a long
propagation delay with a large Bandwidth Delay Product
(BDP). The long propagation delay causes PFC RESUME
unable to take effect on the upstream switch in time. The
large BDP also makes the shallow buffer of the down-
stream switch drain empty before the resumed traffic from
the upstream switch arrives, thus resulting in throughput
loss. In addition, lossy RDMA does not fit the long-range
scenario either. IRN [4] is a typical lossy RDMA solution. It
maintains several sets of registers as bitmaps to track the
status of each packet. The optimal size of the bitmap is
determined according to the RTT of the flow. Therefore,
the fixed bitmap design of IRNmakes it impossible to guar-
antee the performance of flows with different RTTs at the
same time. A dynamic bitmap design of IRN could be a
good solution, but it requires upgrading all the related net-
work interface cards (NICs). And for large BDPs, the
resource occupied by the bitmap on the NIC is also a con-
siderable overhead.

This paper proposes SWING , which provides long-range
lossless RDMA via the PFC-relay mechanism. SWING plugs a
“relay” device at each end of the long-distance link close to
the external switch. Frequent cyclic PFC signals generated
by the receiving side can enforce the local relay device to
send data at the draining rate of the remote switch. The
remote relay device will also be enforced by the delayed
cyclic PFC signals to send data at the draining rate of the
local switch. In this way, the SWING transparently “relays”
these cyclic PFC signals over the long-distance link for both
sides. Furthermore, the relay device in SWING only requires
half of the buffer on each port compared to the DCI switch.
The proposed solution satisfies all the aforementioned four
requirements of long-range RDMA. First, cross-datacenter
applications still use RDMA communications while no con-
version is required in the middle. Second, the relay is only
deployed on the long-distance link and does not affect the
network inside the datacenter. Third, SWING can keep the
long-distance links fully utilized. Finally, as analyzed in Sec-
tion 5.2 , the relay only needs half of the buffer required by
deep buffer switch solutions. It is worth noting that SWING

only modifies the flow control mechanism of the long-
distance links. The RDMA congestion control algorithm
remains unchanged. The contributions of this paper can be
summarized as follows. We theoretically analyze the native
PFC and prove its throughput loss in long-range RDMA.We
propose the PFC-relay mechanism for inter-datacenter
RDMA connection without making modifications to the
existing network inside datacenters. Based on the PFC-relay
mechanism, we propose our solution, SWING , which sup-
ports long-range RDMA and eliminates the throughput loss
with half the required buffer size compared to native PFC.
SWING enables existing inter-datacenter connections to sup-
port high-performance long-range RDMA without making
any modifications to in-datacenter networks. The evaluation
results demonstrate that SWING can reduce the average FCT
for inter-datacenter traffic by 14% - 66%.

2 BACKGROUND

2.1 RDMA in Datacenter

RDMA is a networking technology that provides high-per-
formance data transmission. Compared with traditional net-
work transmission, RDMA can directly transmit data to the
memory of the remote node by bypassing memory replica-
tions and interruptions in the operating system on both
sides. It can easily achieve low latency and high throughput
without huge resource consumption such as CPUs.

InfiniBand [11], one kind of RDMA technology, is origi-
nated in the HPC community first, where applications are
homogenous, highly parallel, and require both high band-
width and low latency communication between nodes.
Then with the increasing network demand for high-perfor-
mance services in the datacenter, operators are looking for a
solution to deploy RDMA into datacenters. However, due
to the closed architecture and high costs of InfiniBand, it is
hard to deploy with the existing networking infrastructure.
In addition, there will be two separate networks if the oper-
ator deploys both Ethernet and InfiniBand in one datacen-
ter [12]. So another solution, RoCEv2, is based on IP/
Ethernet which can be deployed in a three-layer network.
As IP/Ethernet is still the dominant communication net-
work in the datacenters, datacenters deploy RoCEv2 at
scale [5], [13]. iWarp [14] supports RDMA with the
TCP (Transmission Control Protocol) stack built inside the
network card. It can support RDMA over a more general
network due to the widely adopted TCP. However, due to
the complexity of TCP, iWarp is more expensive than the
alternative RoCEv2 to achieve the same performance [15].

Lossless RDMA. In datacenters that have supported
RDMA for years, they need a lossless network to ensure
low latency and high throughput. Both InfiniBand and
RoCEv2 leverage hop-by-hop flow control mechanisms to
guarantee zero packet loss [16], [17]. Specifically, InfiniBand
clusters use credit-based flow control to make the network
lossless [18], while RoCEv2 relies on the PFC mechanism to
control the behavior of the sender to avoid packet loss [19].
The PFC mechanism is proposed by Data Center Bridging
(DCB) task group [16] to ensure lossless Ethernet for
RoCEv2 [20]. PFC sets two thresholds in the ingress buffer
of the switch, namely XOFF and XON. When the ingress
queue length exceeds the threshold XOFF, the receiver can

send a PAUSE message to pause the sender’s transmission,

and when the ingress queue length drops below the thresh-

old XON, the receiver can resume transmission by sending a

RESUME message. The difference between the total ingress

buffer and the XOFF threshold is the headroom buffer,

which is used to absorb in-flight packets before the PAUSE

message takes effect. Consequently, if the headroom is

greater than the BDP, the switch buffer will not overflow.
Since the PFC pause mechanism causes packets to stay

in the switch, it incurs the following problems. First, the
pause mechanism damages some innocent flows that do
not cause congestion, which leads to the head-of-line
(HOL) blocking and the PFC storm [13]. Furthermore, the
pause mechanism causes queue lengths to accumulate and
propagate to other switches, triggering the pause mecha-
nism again. Second, cyclic buffer dependency (CBD) can
lead to deadlocks [13], [21], [22]. In this case, on this cycle
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the ports are paused due to PFC, waiting for upstream PFC
messages to resume transmission.

Lossy RDMA. Solutions have been proposed for lossy
RDMA. Mellanox supports RoCE Selective Repeat to
recover from packet loss [23]. Similarly, IRN [4] has been
proposed to build lossy RDMA. Because the implementa-
tion of RoCE Selective Repeat is closed source, we mainly
discuss IRN for lossy RDMA. There are two reasons why
IRN can achieve better performance than the lossless solu-
tion. First, IRN uses the selective retransmission mecha-
nism. The receiver sends a SACK message after receiving an
out-of-order packet to notify the sender to retransmit the
lost packets. As complementation, a timeout mechanism is
used to cover edge cases. For the short flow (such as remote
procedure call requests) whose length is less than three
MTU, the timeout RTOlow of each packet is set to one RTT to
achieve fast retransmission. For other flows, the timeout
RTOhigh of each packet is set to the RTT including full queu-
ing time to detect packet loss and avoid over-transmission.
The second is to use a static bitmap that bounds the number
of in-flight packets to just fill a BDP. This mechanism can
reduce congestion in the network.

2.2 Cross-Datacenter Applications

Large-scale high performance cloud services are being
deployed across multiple datacenters. When the number of
users reaches a certain scale, service providers will face the
challenge of high concurrency and massive data. However,
for a single datacenter, there is an upper limit on the com-
puting power and storage capacity. The cross-datacenter
deployment becomes an important solution. First, the
regional datacenter is able to provide better performance
services for local customers. Second, this solution can keep
the continuity of services and enhance the ability to resist
risks. Under the influence of natural disasters such as
typhoons, earthquakes, and floods, datacenters may face
power outages and network interruptions. Human factors
such as software errors and configuration mistakes may
also cause the services in a single datacenter to be unavail-
able [24], which in turn leads to overall service paralysis.
For cross-datacenter services, the distance between the two
connected datacenters is restricted by the regional service
level agreement (SLAs). The length of the optical fiber con-
necting the datacenters is typically limited to 120 km [8].
The propagation delay of the optical fiber is about 5 ms per
kilometer, so the one-way delay can be up to 600 ms. These
fibers are dedicated to the inter-datacenter traffic, while not
responsible for the traffic of WAN. There are several solu-
tions proposed for connecting multiple datacenters [25].
Regarding the equipment for establishing the datacenter

interconnection, the traditional solution is using a router or
a DCI switch. Take the two-datacenter scenario in Fig. 1 as
an example. Each datacenter has an external switch that
connects to its spine switches. Then a transceiver plugged
into the external switch converts electrical signals into opti-
cal signals, and then connects to the other side through
Dense Wavelength Division Multiplexing (DWDM) [26].

2.3 Long-Range RDMA Requirements

It has become a trend for high performance services in data-
centers to adopt RDMA to satisfy the stringent performance
requirements in terms of low latency and high bandwidth [1],
[2], [6]. When these services are deployed across multiple
datacenters, long-range RDMA support is required.

For network performance, there have been some works
comparing RDMA and TCP over long-distance links. The
results in [27] show that a link packet loss rate of 0.001%
will cause TCP throughput to drop sharply in a congested
scenario. In contrast, RDMA can maintain high throughput
under lossless networks. Another choice is iWarp, which
has not been widely deployed in datacenters. Because there
are some well-known complexities and problems of TCP in
the datacenter environment, iWarp cannot perform as well
as RoCEv2 in the same generation [28].

For applications, there are three reasons that RDMA is
required compared to the traditional TCP. First, applications
deployed across datacenters require real-time synchroniza-
tion, such as databases in the transaction system. [29] shows
that RDMA consumes much fewer CPU resources than TCP
for each connection. The saved CPU resources can be used to
process more transactions to improve the response time of
the application. Second, applications like remote data access,
large file transmission, and video streaming require the net-
work to transmit large amounts of data. The single-flow
throughput of TCP is lower than that of RDMA [29]. The
high throughput provided by RDMA can reduce the data
transmission time. Third, maintaining the usage of RDMA
for cross-datacenter communications can help applications
or datacenter operators avoid implementing two sets of com-
munication interfaces. In addition, iWarp [14] involves the
modification of the datacenter infrastructure.

For deployment, long-distance RDMA is mature in HPC
to interconnect high-performance computing clusters.
ESnet [30] connects cross-state and cross-border sites
through RDMA over Infiniband [31]. To support the use of
Infiniband on long-distance links, Obsidian [32], Vcin-
ity [33], and Mellanox [34] have launched corresponding
products. Although these technologies are based on Infini-
band and cannot be used directly in the datacenter, they
provide a reference for deploying RDMA between datacen-
ters. On long-distance links, the benefits like high-through-
put and low-CPU resource consumption that RDMA can
provide are still attractive for computing-intensive and IO-
intensive applications.

3 RELATED WORK

RDMA Over WAN. There has been a lot of work on the mea-
surement of RDMA on WAN. Researchers in [27] aim at
implementing RDMA on GridFTP [35]. To evaluate the per-
formance, they test the performance of RDMA and TCP

Fig. 1. Cross-datacenter application communication activities in a typical
active-active architecture.
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under different loss rates and WAN delays under a 10 Gbps
network. In the scenario of 120 ms delay and no packet loss,
the single-stream throughput of RDMA is 20% higher than
that of TCP. When the packet loss rate rises to 0.001%, this
advantage expands to 300%. Another work [29] is dedicated
to measuring the performance of RDMA over WAN. Its
main background is the data transmission between Science
DMZs and the research on the factors that affect transmis-
sion performance. They test the throughput of various pro-
tocols like TCP, TCP-splice, RoCE, and applications like
xfer_test, GridFTP, and netperf [36] directly in ESnet [30],
where xfer_test is a benchmarking tool developed by the
researchers in this work. The results show that RDMA is
better than TCP in terms of throughput and CPU utilization
in all applications except that GripFTP supports RDMA
imperfectly. There is also a work [37] to test the perfor-
mance of HPC middleware under WAN. This work evalu-
ates the performance in terms of RTT, RDMA connection
methods (such as Reliable Connection and Unreliable Data-
gram), and RDMA message size. They point out the impact
of message size on throughput under long-haul links but
did not associate throughput with the switch buffer size
and link length. These works laid the groundwork for us to
deploy RDMA over long-distance links.

Flow Controls for RDMA. Many works have observed
that PFC has many side effects under congestion condi-
tions. Researchers in [38] utilize the ingress and egress
queue statistics to improve PFC. The idea mainly comes
from Quantized Congestion Notification (QCN), which
detects the length of the egress queue and determines the
flow that contributes most to the congestion. They allevi-
ated the HOL blocking problem and reduced the flow
completion time. A work [39] uses the rate of change of the
queue length to send PFC messages instead of using a
fixed threshold. This predictive mechanism enables it to
effectively reduce the switch queue length and protect
innocent flows to a certain extent. The result of reducing
queue length also leads to improved tail latency. Another
work [22] solves the deadlock in lossless networks, which
lets the PFC message directly control the link rate by map-
ping to the queue length. However, these solutions need
to modify the switch PFC triggering algorithm in the data-
center and do not consider the performance on long-dis-
tance links.

4 ANALYSIS

This section analyzes potential solutions for deploying long-
range RDMA between datacenters and figures out their lim-
itations respectively. The first one is the PFC mechanism,
which is widely adopted by RoCEv2 for building a lossless
network. The second one is lossy RDMA, of which we take
IRN [4] as the representative.

4.1 PFC Needs Deep Buffer

Cross-datacenter applications generate two types of traffic.
Inter-datacenter traffic and intra-datacenter traffic will com-
pete with each other, causing congestion and backpressure
on long-distance links. Without the deep buffer provided
by a high-end switch, the PFC mechanism can result in
reduced throughput, which is shown in Figs. 2 �1 and 2 �2 .
To find the reason, two questions need to be answered. The
first question is: What is the relationship between the link length
and the switch buffer size to guarantee zero packet loss?

Although PFC can guarantee zero packet loss in the
datacenter, there is a precondition, that is, the headroom
needs to be set to at least one BDP to absorb the in-flight
packets to avoid packet loss. In detail, the propagation
delay introduced by a long-distance link decides how
long the PFC signal takes effect. After the ingress queue
length of the downstream switch exceeds the threshold
XOFF, the switch sends PAUSE to the upstream switch. It
will take a propagation delay to arrive at the upstream
switch. After PAUSE reaches the upstream switch port, it
stops sending data. The last packet sent from the
upstream switch takes another propagation delay to
arrive at the downstream switch. However, we find that
the buffer of one BDP is not enough to guarantee the
throughput. Here comes the second question: What is the
relationship between the link length and the switch buffer size
to guarantee the throughput?

As shown in Fig. 3, the transmission of a pair of nodes
passes through a bottleneck node. The flow control works
on the switch ingress port. For convenience, only one prior-
ity queue is modeled here. The buffer allocated to this
queue is Ba. The link bandwidth is BW . The long-distance
link propagation delay is D. The input rate of this queue is
Rin and its draining rate is Rout. The PFC threshold XOFF is
set to Xoff . In practice, XON is lower than XOFF to reduce
the queue length. To ensure maximum throughput, we set
XON and XOFF to be the same. Here are two auxiliary condi-
tions that do not affect the conclusion of this question: (i)
The draining rate Rout is a fixed value, and the ratio to the
bandwidth is a, that is, Rout ¼ a �BW . For traffic on short-
distance links, the frequency of triggering PFC is much
higher than that on long-distance links. Therefore, we
regard Rout as the average value over a while. Otherwise,
we cannot track changes in queue length. (ii) The input rate
Rin is alternated between 0 and BW by PFC. This is based
on the on-off traffic pattern on the long-distance link caused
by the PFC mechanism. Our purpose is to use the least
buffer to support the longest link under any congestion
without throughput loss. Ba and BW are properties of the

Fig. 2. Problems using PFC and IRN in long-range RDMA.

Fig. 3. The theoretical model of the PFC mechanism.
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switch. Xoff has its optimal setting scheme. Therefore the
model variables areD and a.

With these conditions, we can easily draw schematic dia-
grams of the queue length and long-distance link through-
put, as shown in Fig. 4. The blue curve is the input rate and
the green curve refers to the draining rate. The figures show
two cases. In the first case, the throughput of the long-dis-
tance link is dropped, where the draining rate is zero for a
period of time. In the second case, there is no throughput
loss. We will now calculate how much throughput has been
wasted. First, we need to define the time to empty the queue
from the PFC threshold

t3 ¼ Xoff

a �BW ; (1)

which can be used to separate these two situations in Fig. 4.
Next, we define the time it takes for the queue length to

grow from the lowest value to reach the PFC threshold
XOFF in each cycle. When t3 < 2D, as shown in Fig. 4a, the
queue length grows from 0. When t3 � 2D, as shown in
Fig. 4b, the queue length increases after a 2D decrease from
Xoff . The minimum queue length is Xoff � 2D � a � BW .
After simplification, the following formula can be obtained

t1 ¼
Xoff

ð1�aÞBW if t3 < 2D;

2D�a
ð1�aÞ if t3 � 2D:

8<
: (2)

Then the receiver will send PAUSE back to the upstream,
which will take effect after one RTT, consuming a headroom
of 2Dð1� aÞBW . Therefore, the time it takes for the queue
length to fall back to the PFC threshold is

t2 ¼ 2Dð1� aÞ
a

: (3)

Finally, we have the transmission time on the long-dis-
tance link tactive ¼ t1 þ 2D and the time of one cycle T ¼
t1 þ 2Dþ t2 þ 2D. In order to maximize the throughput and
buffer utilization, the PFC threshold is set to Xoff ¼
Ba � 2D �BW . In addition, to ensure zero packet loss, the
maximum link propagation delay is Ba=ð2BWÞ. In other
words, all buffers are used to store in-flight packets. Under
these two constraints, the utilization ratio of the long-distance
link is given by the following formula

fðD;aÞ ¼ tactive
T

¼
að2BW �D�a�BaÞ

2BW �Dð�1þaþa2Þ�a�Ba
if t3 < 2D;

a if t3 � 2D:: (4)

(

According to this formula, it can be verified that
fðD;aÞ < a when t3 < 2D. Therefore, the boundary condi-
tion to ensure that the throughput is not compromised is
t3 � 2D, that is, Ba � 4D �BW , which equals to 2�BDP .
In other words, the PFC mechanism requires a minimum
buffer of two BDPs to ensure the performance.

For a more intuitive understanding, we assume that the
buffer that can be allocated to the long-distance link port is
11 MB, and the port bandwidth is 100 Gbps. The long-dis-
tance link throughput varies with the link propagation
delay and the draining rate as shown in Fig. 5. Note that we
set the PFC threshold close to zero when the headroom is
smaller than one BDP. In addition, we set the throughput to
zero when there is packet loss. It can be seen that when the
link propagation delay is greater than 200 ms, the through-
put is less than the draining rate.

Now we can answer the second question. When the PFC
mechanism is enabled, to ensure that the link throughput
does not decrease, each port needs to allocate a buffer of at
least twice the BDP. The headroom size is at least one BDP to
ensure zero packet loss. The remaining buffer is used to com-
pensate for the link transmission idling caused by the
RESUME message transmission delay and the minimum size
for this part is one BDP. For cross-datacenter services, two
datacenters have a distance of tens of kilometers or even hun-
dreds of kilometers. For each 100Gbps link, each port requires
at least 125 KB of buffer per kilometer. To establish a lossless
link using PFC between the two datacenters and ensure that
the throughput does not decrease, we need deep buffer
switches, which inevitably introduce high queuing delays.

4.2 IRN Hurts Performance

Unlike the PFCmechanism, IRNwill not pause the traffic on
the long-distance link when there is competition between
the long-distance traffic and the traffic in the datacenter.
Instead, it will drop packets at the congestion node. This
mechanism can potentially solve the head-of-line blocking,

Fig. 4. Changes in queue length and throughput of the congested node
with PFC enabled.

Fig. 5. With a fixed total buffer of 11 MB, the best performance of PFC
under different congestion and link propagation delays.
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“pause spreading” and other problems mentioned in many
papers in recent years caused by PFC [5], [13], [21].

To achieve good performance, IRN needs a difficult-to-
congest topology and an appropriate bitmap size. However,
these conditions are difficult to be satisfied in cross-datacen-
ter scenarios. First, the inter-datacenter bandwidth is expen-
sive and thus usually smaller than the intra-datacenter
bandwidth. If one datacenter sends burst traffic to another
one, the external switch will be congested and drop packets,
as shown in Fig. 2 �3 . In addition, the traffic that has
reached the remote datacenter will compete with the inter-
nal traffic of that datacenter, as shown in Fig. 2 �1 . Both of
these situations show that congestion is easy to occur in the
cross-datacenter scenario.

Second, there are two kinds of traffic in cross-datacenter
services. One is intra-datacenter traffic, and the other one is
inter-datacenter traffic. The bitmap in IRN is used to track
in-flight packets, which is static. And the optimized size of
the bitmap is just one BDP of the network. As the BDPs of
the inter-datacenter link and intra-datacenter link differ
greatly, it is difficult to have a configuration that satisfies all
kinds of traffic.

We continue to use the model in Fig. 3 to analyze the per-
formance of IRN. A sender is connected to a receiver behind
the congestion node through a local switch. Because IRN
does not provide a formal analysis and its mechanism is
complex, we use simulation to evaluate its performance
under long-distance links. The length of the long-distance
link in the model is the variable. The longer one is used to
simulate a long-range RDMA link with a large BDP. The
shorter one is used to simulate a local datacenter link with a
small BDP. For each case, an optimal IRN configuration is
given as recommended in [4]. We then swap the IRN config-
urations of the two networks to show howmuch throughput
is lost when the configuration is not optimized for its traffic.

For the long-range RDMA simulation, the bandwidth is
set to 100 Gbps, the propagation delay is set to 400 ms, and
the ingress buffer is set to 20 MB. The size of the IRN bitmap
is set to 6,686 packets. RTOhigh and RTOlow are set to
2,480 ms and 802 ms, respectively. For the local datacenter
simulation, we adjusted the propagation delay to 12 ms and
the ingress buffer to 3 MB (the longest 6-hop path in a typi-
cal CLOS topology). The size of the IRN bitmap is set to 219
packets. RTOhigh and RTOlow are set to 110 ms and 26 ms,
respectively. According to the recommendation of IRN [4],
we disable PFC on all switches and hosts. The test scenarios
are respectively no congestion and congestion throughput
from 20 Gbps to 80 Gbps. One large flow is sent from the
sender to the receiver without any congestion controls to
eliminate their interferences.

The throughput of transferring useful data, i.e. goodput, is
shown in Fig. 6. As expected, for the intra-datacenter traffic, a
larger bitmap optimized for a long-distance link causes too
much transmission, resulting in congestion and retransmis-
sion, as shown in Fig. 6a. The smaller bitmap optimized for the
intra-datacenter link leads to under-throughput of inter-data-
center traffic because in-flight packets are smaller than one
BDP, as shown in Fig. 6b. Therefore, IRN with a fixed bitmap
size cannot guarantee the throughput of long-range RDMA.

Furthermore, even if there was an IRN mechanism with
the bitmap size adjustable according to the congestion level,

the resource occupied by the bitmap is too large for the
long-range RDMA scenario. Calculated based on the MTU
of 1 KB, the fiber bandwidth of 100 Gbps, and the propaga-
tion delay of 5 ms per kilometer, a 125-byte bitmap is
required per kilometer per queue pair [4]. On an RDMA
network interface card that supports two thousand queue
pairs and a maximum link length of 120 km, the bitmap
occupies at least 30 MB in the chip, which will increase the
cost of the network interface card greatly.

4.3 Summary and Goals

The analysis above illustrates that the existing lossless and
lossy networks are not suitable for the long-range RDMA.
In the lossless network with the PFC mechanism, a part of
the BDP-sized buffer is wasted to compensate for the delay
of the RESUME message. For the lossy network solution,
the fixed-size bitmap of the IRN cannot guarantee the per-
formance of traffic with different RTTs in a long-range
RDMA scenario. And the deployment of IRN needs to
upgrade all NICs in the datacenter. Considering the pros
and cons of these solutions, we propose to support long-dis-
tance lossless RDMAwith minimal buffer without changing
the PFC mechanism of the external switches at both ends.

5 DESIGN

In this section, we present the design of SWING . SWING

extends PFC with a modified “Relay” mechanism to sup-
port long-range lossless RDMA. It introduces a relay device
to enable minimal modification to the existing infrastruc-
tures, reduce required buffer size, and provide extendability
at the same time.

5.1 Long-Distance Link Deployment

In a typical long-distance link deployment scenario, a data-
center is connected to another datacenter through the data-
center interconnection (DCI) fiber with an external switch
and DWDM, as shown in Fig. 7�1 . A straightforward way to
deploy the modified flow control mechanism is to replace
the external switch. However, the buffer of the external
switch is limited and cannot be expanded, which will limit
the number of fiber connections with other datacenters. For
example, for a 100 Gbps port that supports a propagation
delay of 400 ms, each port requires a 10 MB buffer. A 32 MB

Fig. 6. Goodput with different configurations and different traffic with IRN.
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buffer switch can support up to three long-distance links like
this. If more DCI links need to be deployed, the switch has to
be replaced. Additionally, DCIs and data center networks
(DCNs) are generallymanaged and operated separately. The
operator should only add additional devices to support the
newDCI to ensureminimal changes to existing devices.

The basic idea of SWING is to plug a relay device into both
ends of the long-distance link, as shown in Fig. 7 �2 . We call
this device a “relay” because it can take over the PFCmecha-
nism on the long-distance link, which allows us to modify
the PFC mechanism without replacing the external switch.
Moreover, it can buffer the in-flight packets to release the
buffer usage of the external switch. In this way, the external
switch does not need to have a large buffer, nor does it need
to reserve an unused buffer to deal with future inter-datacen-
ter links. As a complementary device, it is more flexible and
less expensive than the switch upgrade solution like PFC.

5.2 PFC-Relay

The previous section has proved that PFC can cause
throughput loss on long-distance links. The root cause of
the throughput loss on the long-distance link is that PFC
RESUME cannot take effect in time. The latency of RESUME
leads to the need for additional buffers. Therefore, our goal
is to minimize the latency of RESUME. Our intuition is to
forward the downstream PFC signal directly to the
upstream without triggering through the XON and XOFF
thresholds on its queue. In this way, the PFC signal is no
longer delayed, thus avoiding an additional buffer of at
least one BDP to ensure throughput.

Fig. 8 illustrates a pair of ports on the PFC-relay device.
One is called Local (L) Port, which is connected to the local
external switch. The other is called Remote (R) Port, which
is connected to the remote external switch through the long-
distance link. The PFC mechanism of the external switches
does not need any modification. The PFC message respond-
ing behavior of the relay device is consistent with the stan-
dard PFC mechanism. More specifically, any port stops
sending when it receives PAUSE and resume sending when
PFC RESUME arrives. The only modification to the PFC
mechanism in the relay device is that, the local port which is
connected to the local switch requires to relay the received
PFC messages to the remote side.

Let’s take the case in Fig. 7 as an example. For DCA, as the
relay device is closely connected to the local external switch,
the PFC messages generated by the switch will get feedback
from the local relay instantly. Consequently, as illustrated in
Fig. 9, the switch will generate frequent cyclic PFC messages
which maintain the switch queue length fluctuating near the
XOFF/XON threshold, just like a ‘swing’. In this way, these
frequent cyclic PFC messages enforce the local port of the
relay device to send data at the draining rate of the switch.
Furthermore, as the local relay device forwards the PFCmes-
sages to the remote side, the remote relay device will receive
the same PFC controlling signal sequences after a propaga-
tion delay, as illustrated in Fig. 10. As the line rate of all relay
ports is the same, the remote relay device will be forced by
the delayed cyclic PFC messages to send at the same rate as
the local switch’s draining rate.

Analysis. First, we use the relay on the left in Fig. 10 as the
local relay to analyze the upper bound of the ingress buffer
that is connected to the long-distance link. The relay on the
right in Fig. 10 is the remote relay, which sends data to the
local relay. Suppose the RTT of the long-distance link equals
2D. Denote the average sending rate from the local relay
device to the local external switch at time t as RoutðtÞ. The
average sending rate of the remote relay to the local relay at
time t will equal Routðt�DÞ because the PFC messages will
take a delay of D to arrive at the remote relay. And denote
the average input rate of the local relay device at time t as
RinðtÞ. As a packet from the remote relay will take another
D to arrive at the local relay, we have

RinðtÞ ¼ Routðt� 2DÞ; (5)

which describes a delayed rate control effect.
Fig. 11 illustrates this delayed control effect. It’s worth

noting that the shape of the curve is arbitrary and is just
intended to show the delayed rate control effect and the
required buffer size. This figure can also tell how much the
relay device’s buffer will be used under varying through-
put. In the figure, the green curve indicates the draining
rate Rout while the blue curve indicates the input rate Rin,
which equals the draining rate exactly one RTT (2D) ago.
The required buffer size equals the maximum value of

Z t0þ2D

t0

ðRinðtÞ �RoutðtÞÞ � dt;

for any t0. In the figure, the blue area marked with ‘+’ minus
the green area marked with ‘-’ corresponds to the value of
this equation. Similar to the calculation of the area of a par-
allelogram, the maximum queue length is exactly one BDP

Fig. 7. Long-distance link deployment methods.

Fig. 8. The mechanism of PFC-Relay.

Fig. 9. Frequent cyclic PFC signals generated by the external switch.
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(2D �BW ). Therefore, the minimum buffer required for the
PFC-Relay queue is one BDP. In contrast, the deep-buffer
switch solution requires a minimum buffer of two BDPs,
which is twice as much as the proposed solution.

Second, we analyze the throughput of PFC-Relay using
the same model and definition as the analysis of the PFC
mechanism in Section 4. Let Rout be the relay device’s drain-
ing rate, which is also the sending rate from the relay to the
local external switch. Note that Rout ¼ a �BW . We can easily
get its utilization ratio of the long-distance link

fðD; aÞ ¼ a; (6)

which shows that the throughput of PFC-Relay is only
related to the draining rate, and is independent of the link
propagation delay and the buffer size.

For a more intuitive understanding, we make the same
assumption with the analysis of PFC, that is, a 100 Gbps
port with an 11 MB ingress buffer. The long-distance link
throughput varies with the link propagation delay and the
draining rate is shown in Fig. 12. The throughput is zero
when the packet loss happens. These two figures both illus-
trate that, in the case of sufficient buffer, the throughput of
PFC-Relay is only related to the draining rate and is inde-
pendent of the link delay.

Parameter Settings. According to the previous analysis,
there is no difference between the PFC configuration of Port
L and the switch configuration inside the datacenter. The
PFC-Relay configuration of Port R has only one parameter,
which is the size of the ingress buffer. Taking into account
the buffer fluctuation caused by PFC and the delay fluctua-
tion caused by hardware, the buffer is required to be a little
larger than one BDP of the long-distance link.

5.3 Comparison

In this section, we compare SWING with the state of the art
briefly in several aspects.

Network Card Requirements. Both the deep-buffered PFC
and SWING solutions do not need to replace the network
card. For IRN, the bitmap of the network card is fixed and
only supports the intra-datacenter RDMA. So modifying
IRN requires replacing the network cards in the entire data-
center, which is unacceptable.

External Switch Requirements. The external switch used by
the PFC solution requires a deep buffer with a Tbps-level
throughput chip to support long-range RDMA. SWING only
needs half of the buffer used by the PFC switch to support
the same link length. Moreover, it does not need to imple-
ment complex functions such as switching and traffic man-
agement and only needs to support hundred Gbps-level
throughput for a pair of ports, which makes the chip of
relay much more economical.

Scalability. The maximum link length and link number
that the PFC solution can support is limited by the buffer
size of the external switch. In contrast, for SWING, the maxi-
mum link number is as same as the relay device number,
which can be easily expanded. Regarding the link length,
SWING can support twice the link length of the PFC solution
with the same buffer resources.

6 EVALUATION

In this section, we evaluate the performance of SWING and
compare it with the native PFC mechanism and IRN. The
congestion control algorithm used in the experiments is
DCQCN [5]. These three flow control mechanisms, including

Fig. 10. Workflow of the PFC-Relay mechanism.

Fig. 11. The theoretical buffer lower bound of PFC-Relay.
Fig. 12. With a fixed total buffer of 11 MB, the best performance of PFC-
Relay under different congestion and link propagation delays.
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SWING , native PFC, and IRN, are all implemented in the NS3
simulator [40].

6.1 Evaluation Settings

Network Topologies. We use the same topology as in Fig. 1
when evaluating native PFC and IRN. Both DC A and DC B
are built with the FatTree [41] topology. Each Top-of-Rack
(ToR) switch is connected to two servers. The bandwidth of
the long-distance link is 400 Gbps, and the bandwidth of
other links is 100 Gbps. When evaluating SWING , we use the
topology shown in Fig. 7. Compared with the previous
topology, the only difference is that there are two PFC-relay
devices plugged near the external switches. Except for long-
distance links, the propagation delay of all links is 1 ms. The
propagation delay of the long-distance link is 400 ms, corre-
sponding to a distance of 80 km.

Native PFC Settings. For ports that are connected to the
long-distance link, we set the ingress buffer to 41 MB. The
PFC threshold at these ports is set to 1 MB. According to the
analysis in Section 4.1, this will result in a decrease in the
throughput of the long-distance link. The buffer of other
ports is twice the BDP of one datacenter, where the head-
room is equal to the BDP of the link it is connected to. In our
topology, the headroom of these ports is 30 KB, and the PFC
threshold is 288 KB. The switches inside the datacenter have
a 10 MB shared buffer with a dynamic PFC threshold so that
the PFCmechanismwill be triggered when an ingress queue
consumesmore than 25% of the available shared buffer.

SWINGSettings. Except for external switches and relay
devices, other switch settings are consistent with the native
PFC settings. For the external switch, the headroom of the
port connected to the local datacenter is set to 30 KB, and
the PFC threshold is set to 288 KB. For the port on the link
connecting the relay and external switch, as it supports
higher bandwidth without being connected to a long-dis-
tance link, the headroom of the port is set to 120 KB, while
the PFC threshold is set to 198 KB. The sum of the two is
consistent with the other ports. The port of the relay that is
connected to the long-distance link does not need to set the
PFC threshold, and the port buffer is 41 MB.

IRN Settings. The buffer size of all ports is the same as the
configuration in the lossless network, but PFC is not enabled.
As the IRN configuration is related to BDP and there are two
different BDPs in the long-range RDMA scenario, we set two
IRN configurations in the evaluation. One is the optimal con-
figuration based on inter-datacenter flows (IRN-inter). The
bitmap size of IRN is set to 6,809, while RTOhigh and RTOlow

are 1875 ms and 817 ms, respectively. Another one is the opti-
mal configuration based on intra-datacenter flows (IRN-
intra). The bitmap size, RTOhigh and RTOlow are 106, 140 ms
and 13 ms, respectively. The above configurations of IRN are
based on the recommended settings in [4].

CongestionControl.DCQCN [5] is a congestion control algo-
rithm of layer 3 which is widely deployed in datacenters. PFC
is a layer 2 flow control mechanism and is usually enabled
together with DCQCN in datacenters. Therefore, the two are
orthogonal. To compare the performance of PFC, SWING, and
IRN and exclude the influence of other factors like congestion
control algorithms, we disable DCQCN. In this way, we can
exclude the influence of the congestion control algorithm on

the results of these flow control algorithms. In the final com-
prehensive evaluation, we enable DCQCN to simulate a real
datacenter environment. The DCQCN configuration in the
evaluation is based onMellanox’s recommendations [42]. The
configuration of ECN is based on HPCC [43]. In addition,
ECN is disabled on switches connected to long-distance links,
which has little effect on our results.

Traffic Loads. The evaluations adopt commonly used data-
center traffic traces, i.e.,WebSearch [44], and FB_Hadoop [45].
The WebSearch workload is characterized by small requests
and large responses. Among them are mainly long flows,
95% of the flows exceed 1 MB [46]. 70% of the flows in the
FB_Hadoop workload are smaller than 10 KB, but 90% of the
traffic is contributed by flows larger than 100 KB. In our eval-
uation, the average load of the long-distance link is varied
from 30% to 70%, and the number of receivers is adjusted
from 16 to 4 respectively. In the mixed traffic test, we set a
30% load of background traffic inside both datacenters.

Metrics. We have four performance metrics. (i) Average
flow completion time (FCT); (ii) Tail FCT; (iii) Long-distance
link throughput; (iv) PFC pause duration and IRN retrans-
mission time.

6.2 The Performance of Inter-DC Flows

We first evaluate the performance of the four settings, PFC,
PFC-Relay, IRN-intra, and IRN-inter, when there is only long-
distance link traffic. We set the inter-datacenter traffic to be
unidirectionally sent from the 16 servers ofDCA to the 4 serv-
ers of DCB. The average load of long-distance links is 70%.

Better Performance Without CC. We first exclude the influ-
ence of congestion control on PFC-Relay, and the result is
shown in Fig. 13a. Compared with PFC, PFC-Relay can
reduce the 99% percentile latency by 60%, and the average
FCT by 59%. Due to the long feedback delay, both settings
of IRN do not perform well.

Lower Wasted Transmission Time. As shown in Fig. 13b,
PFC-Relay also helps to reduce the PFC pause time, saving
42% of the transmission time compared to PFC. IRN retrans-
mission time is calculated by dividing the number of retrans-
mission bytes by the bandwidth of the server NIC, which
represents the retransmission time wasted by the server.
IRN-intra causes retransmissions due to timeout, therefore
reducing performance. IRN-inter also causes retransmis-
sions due to the long feedback delay and the large bitmap.

Higher Long-Distance Link Utilization. We also test the rate
of the long-distance link, as shown in Fig. 13c. When the
average load of long-distance links is 70%, PFC-Relay can
quickly feedback the RESUME message of the downstream
switch, so the link is always active. For PFC, there is peri-
odic non-throughput on long-distance links, exacerbating
head-of-line blocking and flow latency.

Maintaining Performance Under DCQCN. Due to the delay
of explicit congestion packets (CNP), the performance
improved by DCQCN on long-distance links is limited, as
shown in Fig. 13d. Compared with PFC, the tail latency and
average FCT of PFC-Relay are still reduced by 56% and
66%, respectively.

Other Scenarios. To evaluate the performance of PFC-
Relay in various scenarios, we adjust the average load of the
long-distance link and the number of receivers respectively.
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Fig. 14a shows that when the link load is 30%, the perfor-
mance improved by PFC-Relay is not significant, however,
the tail latency and average FCT are still reduced by 47%
and 32% respectively compared to PFC. IRN-inter has much
less packet loss in this scenario, and its performance is very
close to PFC-Relay. IRN-intra is still dominated by timeout
retransmission, and its performance is not ideal.

When we adjust the number of receivers to 16, we find
that even if the congestion of each server drops, the ports of
the external switch can still trigger PFC. In this case, PFC-
Relay can still ensure the performance of inter-datacenter
flows as much as possible, as shown in Fig. 14b.

6.3 The Impact on Intra-DC Traffic

We evaluate whether the performance improvement of
inter-datacenter flows will affect the intra-datacenter traffic.
We keep the flows from the 16 servers of DC A to the 4 serv-
ers of DC B without congestion control, and the average
load of the long-distance link is 70%. Then we add 30%
background traffic load to DC B and DC A respectively.

Small Impact on the Remote DC Traffic. First, we evaluate
the scenario with DC B background traffic. This means that
inter-datacenter flows from DC A will compete with the
flows in DC B. The result is shown in Fig. 15. Due to the con-
gestion of DC B, PFC-Relay does not significantly improve
the performance of inter-datacenter flows. Compared with
PFC, the average FCT and tail latency of inter-datacenter
flows are reduced by 16% and 17%, respectively. Because
PFC-Relay reduces the throughput of the remote datacenter
flows to repay the throughput of the inter-datacenter flows.
The performance improvement of inter-datacenter flows

results in a decrease in the performance of DC B traffic. But
the overall performance of PFC-Relay is still better. Com-
pared with PFC, the average FCT and tail latency of all
flows are reduced by 14% and 18%, respectively.

Improving the Performance of the Local DC Traffic. Then we
evaluate the scenario with DC A background traffic. In this
scenario, the server sends both inter-datacenter and intra-
datacenter flows, thereby influencing each other. As shown
in Fig. 16, for PFC-Relay, because the increase in long-dis-
tance link throughput reduces the congestion in DC A, the
server can send more data, which improves the perfor-
mance of intra-datacenter flows as well. Compared to PFC,
PFC-Relay reduces the average FCT and tail latency of
inter-datacenter flows by 52% and 59%, of intra-datacenter
flows by 63% and 55%.

6.4 Combine All Traffic Together

Last, we evaluate the overall performance of PFC-Relay.
The inter-datacenter flows are still sent from the 16 servers
of DC A to the 4 servers of DC B. The average load of long-
distance links is 70%. DC A and DC B both have a 30% back-
ground traffic load. The WebSearch and FB_Hadoop traffic
traces are used to generate flows. DCQCN is enabled on all
server NICs. The results are shown in Fig. 17.

Because PFC-Relay is a flow control mechanism, it is not
sensitive to the composition of the flow. The tail latency and
average FCT of PFC-Relay are both better than the other three
settings, with a minimum reduction of 44% and 53%. Com-
pared with PFC, PFC-Relay combines the two advantages of
high inter-datacenter flow throughput and lower congestion
of DC A. For IRN-intra, due to the too short timeout, retrans-
mission takes up a lot of transmission time. For IRN-inter, a
large bitmap causes over transmission, and also cannot limit
excessive retransmissions.

Fig. 13. The performance of each settings when there is only inter-datacenter traffic.

Fig. 14. The performance of inter-datacenter flows in different scenarios. Fig. 15. The impact of inter-datacenter flows on the remote datacenter.
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7 DISCUSSION

The Impact of Existing Work on Optimizing PFC on SWING.
There are some works to address the problems of the PFC
storm and deadlock. The method used to resolve the PFC
storm in [13] is to detect the network status and disable the
PFC mechanism on the NIC and top-of-rack (ToR) switch.
In addition, several works [47], [48], [49] on datacenter con-
gestion control are devoted to avoiding triggering PFC.
These works are compatible with SWING because they do not
involve modification of switches and have no special
requirements for topology. The work of solving dead-
lock [22] needs to modify the flow control mechanism. For-
tunately, SWING only works on long-distance links, and
there is no CBD, so SWING is compatible with it.

Cost and Implementation of SWING. To add a long-distance
link that supports lossless RDMA, the datacenter operator
can choose to add a deep-buffer switch of the traditional
PFC solution or a relay device of SWING. The advantage of
the relay device is that it only needs half the buffer of the
switch. Moreover, it does not need to support packet
switching, and the maximum throughput it supports is less
than one-tenth of that of the switch. Therefore, the cost of
ASIC in the relay device is less than that of the switch. In
addition, the deployment cost of relay devices and switches
is not much different. Both of these solutions need to be con-
nected and tuned with DCI specifically.

Support PFC-Relay on DCI Switches. The PFC-relay mecha-
nism can be added to the DCI switch, which requires the
switch to generate high-frequency PFC packets based on
throughput and congestion to replace the ”swing” behavior.
However, as described in Section 5.1, we hope to decouple
the buffer from the DCI switch and let the relay undertake
the flow control of the long-distance link and manage it
independently from the DCN.

Need Better Lossy RDMA for Flows With Different RTTs. In
our evaluation, the fixedbitmap of the IRNdoes not guarantee
the performance of flows with different RTTs. For long-dis-
tance links, a too large bitmap size will cause over-transmis-
sion and retransmission, and a too short retransmission
timeout will also cause a large number of retransmissions,
both ofwhich have a great impact on performance. Butwe still
believe that lossy RDMA can and is suitable for deployment
on long-distance links. In the future,wewill consider adapting
a similar mechanism to long-distance links and optimize for
trafficwith different RTTs and congestion.

Need Better CC for Inter-DC flows. In the evaluation, we
found that DCQCN does not significantly improve the per-
formance of inter-datacenter flows, and in some cases, the

performance even drops. When the external switch has a
deep buffer, how to improve the performance of inter-data-
center flows is a difficult problem. Some works like [50],
[51], [52] are aiming to improve the congestion control
mechanism for the hybrid network of DCN and WAN. The
main consideration of these works is to use different conges-
tion control algorithms for traffic on different networks. Our
future work will also consider the congestion control on
SWING, and explore the use of relay devices to proxy conges-
tion control for these two types of traffic.

8 CONCLUSION

This paper proposes SWING to enable long-range lossless
RDMA via PFC-relay. SWING is fully compatible with exist-
ing network protocols and requires no modifications to
existing infrastructures inside datacenters. It plugs a “relay”
device close to the external switch, which will generate peri-
odic frequent cyclic PFC messages to enforce the relay
device to send data at the switch’s draining rate. SWING

guarantees no throughput loss for long-distance links with
half the buffer size required by the native PFC mechanism.
We evaluate SWING against native PFC and IRN with inter-
datacenter traffic and intra-datacenter traffic in various sce-
narios. The results demonstrate that SWING achieves better
inter-datacenter flow performance and overall performance
than native PFC and IRN.
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