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Abstract—One critical issue for wireless power transfer is to avoid human health impairments caused by electromagnetic radiation

(EMR) exposure. The existing studies mainly focus on scheduling wireless chargers so that (expected) EMR at any point in the area

does not exceed a threshold Rt. Nevertheless, they overlook the EMR jitter that leads to exceeding of Rt even if the expected EMR is

no more than Rt. This paper studies the fundamental problem of RObustly SafE charging for wireless power transfer (ROSE), that is,

scheduling the power of chargers so that the charging utility for all rechargeable devices is maximized while the probability that EMR

anywhere does not exceed Rt is no less than a given confidence. We first build our empirical probabilistic charging model and EMR

model. Then, we present EMR approximation and area discretization techniques to formulate ROSE into a Second-Order Cone

Program. After that, we propose the first redundant second-order cone constraints reduction algorithm to reduce the computational

cost, and therefore obtain a ð1� �Þ-approximation centralized algorithm. Further, we propose a ð1� �Þ-approximation fully distributed

algorithm scalable with network size for ROSE. We conduct both simulation and field experiments, and the results show that our

algorithms can outperform comparison algorithms by 480.19 percent.

Index Terms—Robustly safe charging, wireless power transfer, approximation algorithm, distribution algorithm

Ç

1 INTRODUCTION

1.1 Motivation

WIRELESS Power Transfer (WPT) technology, which ena-
bles a wireless charger to transmit power to a

rechargeable device across the air gap, has drawn increas-
ing attention from both industrial and academic circles due
to its merits of no wiring, reliability, ease of maintenance,
etc. The technology has found many applications including
body sensor networks [1], coffee shops and restaurants [2],
civil structure monitoring [3], large-scale urban sensing [4],
[5], warehouses [6], smart grids [7]. As per a recent report,
wireless power transmission market is estimated to rise to
17.04 billion till 2020 [8]. Nevertheless, WPT typically incurs
high electromagnetic radiation (EMR), which causes risks of
tissue impairment, brain tumor, miscarriage, and detrimen-
tal impact on children that can be ten times greater than
adults [9]. Therefore, with the WPT technology profoundly
infiltrating into each field of human life, it becomes a critical
issue for the technology to avoid human health impair-
ments caused by EMR exposure.

In this paper, we for the first time consider the jitter phe-
nomenon of EMR aroused by wireless chargers. For illustra-
tion, Fig. 1 shows that the measured charging power (which
is exactly proportional to the EMR there) that a wireless
rechargeable sensor node harvested from an off-the-shelf
TX91501 power transmitter produced by Powercast [10]
varies in a range, rather than keeping constant, for a fixed
distance between 0:5m and 1:8m. Fig. 2 shows the charging
power histogram for the distance of 0:9m using 334 mea-
sured charging power samples. Note that we measure the
charging power at the distance starting from 0:5m mainly
because such power transmitter transmits charging power
only if a sensor node is at least 0:4m away under typical set-
tings. Moreover, we use the same method as that in the field
experiments stated in Section 7. We can see that the charg-
ing power distribution basically matches a Gaussian distri-
bution. Our quantitative evaluation based on Anderson-
Darling test and Kolmogorov-Smirnov test also supports
this observation.

Essentially, EMR jitter is mainly due to the fading effect
[11] caused by multipath propagation, shadowing from
obstacles, etc. Thereby, the resulted EMR is indeed the super-
position of multiple copies of that for the transmitted signal,
each traversing a different path with different attenuation,
delay and phase shift, resulting in either constructive or
destructive interference. Thus, we argue that it is not sufficient
to guarantee the traditional EMR safety, which we call deter-
ministic EMR safety, as done by most existing wireless charg-
ing schemes; that is, the (expected) EMR intensity anywhere
should not exceed a threshold, sayRt. The main reason is that
even if the expected EMR is no more thanRt, it is always pos-
sible that EMR exceeds Rt and the corresponding probability
can be up to 50 percent; and traditional schemes cannot
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distinguish between the harmful levels of two EMR distribu-
tions with different jitter amplitudes but same average value,
which are definitely different.

Moreover, one may argue that why not take the maxi-
mum observed EMR in history for a charger to build a new
“maximum EMRmodel”, and therefore directly use existing
schemes for ensuring deterministic EMR safety. Our answer
is no for the following reasons. First, due to the probabilistic
nature of EMR, one can never guarantee that the maximum
EMR in the future must not surpass the maximum one in
history. Second, the maximum endurable intensity for
instantaneous or short-term EMR is shown to be much
higher than the average endurable EMR. The reason may be
that by medical studies such as [12], the severity of the EMR
effect is largely determined by the amount of total energy
locally absorbed (or deposited) per unit mass which is not
only related to the EMR intensity, but also to the lasting
period. Thus, occasional violation of average EMR thresh-
old is not unacceptable because the allowed peak EMR
threshold is much higher. Instead, the issue matters here is
to control the frequency of occurrence of such violation.
Third, this solution might be too conservative to use in prac-
tical applications, as to satisfy the more stringent EMR con-
straints, chargers need to be scheduled at lower levels,
yielding lower charging utility. Consequently, to better
characterize the EMR safety extent given its probabilistic
nature, we propose the notion of probabilistic EMR safety
that requires the probability that EMR intensity anywhere
does not exceed a given threshold Rt should be no less than
a given confidence h (0 < h � 1).

1.2 Limitations of Prior Art

Though there exist a host of works studying on mobile
charging that using mobile chargers to charge rechargeable
devices, we study on static charging that schedule static
chargers to charge devices in this paper because we believe
using static chargers has some advantages over using
mobile chargers in some cases. First, using static chargers is
a more robust and timely way to handle unexpected events,
such as urgent charging requests caused by accidental
energy depletion of existing sensor nodes or new nodes
join, than using mobile chargers. Second, static chargers can
also serve as data collectors. Using static chargers would
also help achieve fast and efficient data collection than using
mobile chargers. Third, it is more cost-efficient for some
applications where, for example, sensor nodes form multi-
ple clusters with long distance between them. Further, from
a long term view, purchasing wireless chargers is a one-
time investment and can be amortized over time, while
using mobile chargers usually require much higher energy

cost and human cost than maintaining static chargers, and
such cost constantly accumulates over time. Fourth, there
have emerged on-the-shelf products based on wireless
power transfer technologies, such as [2], [6], [13], and they
offered solutions for popular applications like wireless
charging systems at coffee shops, security systems, the
smart home, and in-vehicle charging systems by deploying
static chargers. After all, we believe using static chargers is
a good alternative, or at least a good complemental way, in
some scenarios, and accordingly. Nevertheless, mobile
charging is still a promising topic and we have planed to
study it in the near future.

1.3 Problem Statement

We are concerned with the problem of RObustly SafE
charging for wireless power transfer (ROSE) in this paper.
We first propose probabilistic charging and EMR models
to capture their jitter nature. By defining charging utility of
a device to be proportional to its received power, our opti-
mization goal is to maximize the aggregated (expected)
charging utility of all devices. Formally, given a number of
static wireless chargers and rechargeable devices on a 2D
plane, our problem is to schedule the power of chargers so
that the overall charging utility of all the devices is maxi-
mized while the probability that EMR intensity at any
point in the plane does not exceed a given threshold Rt is
no less than a given confidence h. We seek to propose both
centralized and distributed algorithms to address ROSE.
Especially, the motivation of a distributed algorithm is to
address the scalability issue by guaranteeing that no matter
how large the network is, wireless chargers that are dele-
gated to perform computation tasks can always keep their
overhead at a constant level.

1.4 Key Technical Challenges

The main technical challenges for ROSE are four-folds. The
first challenge is that the ROSE problem is non-convex and
it has infinite number of constraints. ROSE is non-convex
because both of the charging power and EMR in the plane
are non-convex as they are the aggregate value of charging
power and EMR from surrounding chargers, which are
probabilistic and nonlinear with distance. Moreover, the
probabilistic EMR safety requirement is imposed on every
point in the plane, which implies an infinite number of con-
straints. This makes ROSE even more difficult to be
addressed. The second challenge is due to the high compu-
tational cost of the centralized algorithm. Even if we could
approximately transform the infinite constraints of the prob-
lem into limited ones, their number is still huge and causes
high computational cost. The third challenge is to design a

Fig. 1. Charging power distribution with distance. Fig. 2. Charging power for distance of 0:9m with one single charger.
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fully distributed algorithm. As generally neighboring charg-
ers have overlapping areas for power transfer and caused
EMR, the optimization of power scheduling for all chargers
is inevitably correlated. We need to decouple such correla-
tion, and make the treatments of the non-convex problem
distributed. The fourth challenge is to bound the perfor-
mance for the distributed algorithm. We need to evaluate
the caused performance loss when we reduce its infinite
nonlinear constraints to finite ones and when we make the
algorithm distributed. It is a challenging task since both the
optimization goal and the nonlinear constraints change dur-
ing the above two processes.

1.5 Proposed Approach

We propose both centralized and distributed algorithms by
addressing the four challenges one by one. First, we transform
the probabilistic constraint of ROSE into a second-order cone
one, and propose EMR approximation and area discretization
techniques to reformulated ROSE as a traditional Second-
Order Cone Program (SOCP), which can be optimally
addressed by convex optimization techniques such as interior
point methods [14]. We then address the first challenge.
Second, we propose the first redundant second-order cone
constraints reduction scheme to effectively remove the redun-
dant constraints. We thus address the second challenge.
Third, we present an area partition scheme which basically
divides the area intomany subareas and considers the optimi-
zation problem in each subarea independently. This is the first
fully distributed algorithm for SOCP that is scalable with net-
work size. Note that we also propose the first distributed
redundant second-order cone constraints reduction scheme
to reduce computational cost. Thereby, we address the third
challenge. Fourth, by controlling the error for the EMR
approximation and area discretization, and the granularity of
the distributed area partition scheme, we prove that our dis-
tributed algorithm achieves ð1� �Þ-approximation ratio.
Then, we address the fourth challenge.

1.6 Evaluation Results

We conducted both simulations and field experiments to
evaluate our proposed algorithms. The results show that
our algorithms can outperform comparison algorithms by
480.19 percent.

2 RELATED WORK

To the best of our knowledge, we are the first to study the
robustly safe charging problem that considers the jitter of
aroused EMR of wireless chargers. First, there exist some
works [9], [15], [16], [17], [18], [19], [20], [21], [22] studying
on wireless charging issues with EMR safety concern, but
none of them considers the EMR jitter phenomenon. For
example, Dai et al. initiated the study of safe charging by
first taking the detrimental effect of high EMR into consider-
ation in [9]. They investigated how to schedule unadjustable
chargers [9], [15] and adjustable chargers [16], [17] to maxi-
mize the overall charging utility of all rechargeable devices.
Dai et al. also proposed the first charger deployment scheme
for wireless chargers with EMR safety concern [19]. More-
over, they considered radiation constrained scheduling of
wireless charging tasks each of which has a desired

charging energy requirement and a charging deadline in
[20], [21]. Their goal is to maximize the aggregated effective
charging energy and further minimize the overall charging
time for all tasks. Unlike the previous works that maximize
the overall performance for all devices, [22] concentrates on
the fairness of wireless charging and aims to maximize the
minimum charging utility of devices. All these schemes
merely consider deterministic EMR safety and cannot be
applied to address our problem. Besides, their solutions are
essentially based on either discrete optimization or linear
programming methods, which differ from ours that relies
on quadratic programming. In the conference version of
this paper [23], we first proposed and studied the robustly
safe charging problem.

Second, some other works study charging efficiency
issues for wireless charger networks but overlook the EMR
safety [24], [25], [26], [27], [28], [29], [30]. For example, Dai
et al. presented the directional charging problem where
both the charging area for chargers and receiving area for
devices can be modeled as sectors, and studied omnidirec-
tional charging using directional chargers in [25], the wire-
less charger placement problem in [26], [27], [28], the online
scheduling problem for directional wireless chargers in [29].
Besides, Yu et al. studied the wireless charger placement
problem under the connectivity constraint of wireless
chargers in [30].

Third, there are numerous works concentrating on
mobile charging scenarios where one or multiple mobile
chargers (MCs) are used to charge rechargeable devices,
which are fundamentally different from our work. For
example, Shi et al. [31], [32] proposed to use a single MC to
charge a wireless rechargeable sensor network (WRSN) to
improve data collection performance of the networks. Their
goal is to minimize the working time within a charging
time period. In [33], [34], Dai et al. studied a similar sce-
nario except that their goal is to optimize the performance
of stochastic event capture. Moreover, Xie et al. [35], [36]
proposed to use MCs not only as energy providers but
also as data collectors. Further, Rault et al. [37] proposed
the first scheme to use MCs to achieve multi-node energy
transfer while considering deterministic EMR safety but
not probabilistic EMR safety. For more related works, we
refer readers to a recent survey [38] for details.

3 PROBLEM FORMULATION

3.1 Preliminaries

Suppose there are n identical wireless chargers S ¼ fsigni¼1

and m identical rechargeable devices O ¼ fojgmj¼1 located in
a 2D plane V. With a little abuse of notation, we still use si
(and oj) to denote the position of wireless charger si (and
device oj). We build our probabilistic charging model based
on the omnidirectional charging model proposed in [9], [24]
for chargers and devices, that is, both of the power charging
area of chargers and the power receiving area of devices are
in the shape of a disk. We stress that our analytical results
can be easily extended to the directional charging models
[25], [26], which we will describe in Section 7. Table 1 lists
the notations used in this paper.

We establish our probabilistic model based on the field
experiments using the off-the-shelf TX91501 power transmitters
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andwireless rechargeable sensor nodes produced by Powercast
[10]. We used a sensor node to receive power from a single
TX91501 power transmitter at a distance from 0:5m to 1:8m.
Wefirst fit the distribution of the node’s receivedpower at a cer-
tain distance into a Gaussian distribution, and then fit the distri-
bution of the expectation (and the standard deviation) of the
fittedGaussian distribution at allmeasureddistances to a nearly
inverse-square function. Figs. 1 and 3 show the fitting results of
the expectation and standard deviation of the received power
for the node. In addition, to qualitatively measure the goodness
of Gaussian distribution fitting, we use Anderson-Darling test
(A-D test) and Kolmogorov-Smirnov test (K-S test), which are
statistical tests of whether a given sample of data is drawn from
a given probability distribution [39]. Their idea of testing nor-
mality of data is to compare the empirical distribution function
estimated based on the data with the cumulative distribution
function (CDF) of normal distribution to see if there is a good
agreement between them. The K-S test statistic is based on the
largest vertical difference between the hypothesized and empir-
ical distribution [40], while the A-D test statistic is based on the
squared difference and gives more weight to the tails of the dis-
tribution [41]. Our experimental results show that the probabil-
ity values, or p-values, have a range of [0.0624,0.2148], for both
of the two tests, which are larger than the commonly used sig-
nificance level of 0.05 and thus pass both the tests. For similar
experiments with two chargers put in front of the sensor node
at a same distance from 0:5m to 1:8m (the distance between the
two chargers is about 0:05m), Fig. 4 shows that the p-values for
both the tests are dramatically improved, and theirmean values
become larger than 0.13. This indicates that our Gaussian distri-
bution fitting is more appropriate for realistic cases with multi-
ple chargers. Note that though some works claim that WPT
channels can be characterized by log-normal fading in some
cases [42], [43], our empirical results show that Gaussian distri-
bution fitting achieves comparable or higher p-value compared

with log-normal distribution fitting.After all, Gaussian distribu-
tion can well approximate log-normal distribution if m > 6s
[44],whilewehavem > 16s in our case. To sumup,weassume
that all the chargers can continuously adjust its power level
from0 to amaximumpower.When a chargerworks at themax-
imum power, the received power of a device at a distance d
from the charger is

P ðdÞ � N a1
ðdþb1Þ2

; a2
ðdþb2Þ2
h i2� �

; 0 � d � D

¼ 0; d > D

8<: ;

where a1, b1, a2, and b2 are four constants, d is the distance
between si and oj, and D is the charging radius. For conve-
nience, we define P ðdÞ ¼ E½P ðdÞ� ¼ a1

ðdþb1Þ2
and sP ðdÞ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Var½P ðdÞ�p ¼ a2
ðdþb2Þ2

, and then P ðdÞ � N ðP ðdÞ; sP ðdÞ2Þ for
0 � d � D, and P ðdÞ ¼ 0 for d > D. Moreover, we define

adjusting factor xi (0 � xi � 1; i ¼ 1; . . . ; n) as the ratio of

the current adjusted power to the maximum allowed power

for the charger si, then the charging power at distance d is

P ðdÞxi. Further, we adopt the power addictive model for

multiple chargers [45], i.e., the aggregate received power of
a device oj is the sum of the received power from all its sur-

rounding chargers.
We adopt the electromagnetic radiation (EMR) model

proposed in [9], [16], that is, the accumulated EMR at a
point is the sum of the EMR caused by each charger which
is proportional to the corresponding charging power

eðpÞ ¼ ce
Xn
i¼1

P ðdðsi; pÞÞxi; (1)

where ce is a predetermined constant and dðsi; pÞ is the dis-
tance from charger si to point p. Besides, we note that both
of the probabilistic charging model and the EMRmodel can-
not be straightforwardly applied to 3D scenarios. This is
because we do observe that the charging parameters a1, b1,
a2, and b2 vary with the height to the referenced 2D plane
where a charger is located based on our preliminary

TABLE 1
Notations

Symbol Description

si ith wireless charger (or its position)
oj jth rechargeable device (or its position)
n Number of wireless chargers
m Number of rechargeable devices
P ð:Þ Charging power function
a1, b1 Constants in the expression of charging power

expectation
a2, b2 Constants in the expression of charging power

standard deviation
D Charging radius for wireless chargers
xi Adjusting factor of the ith wireless charger
P ðdÞ,
sP ðdÞ

Expectation and standard deviation of charging
power with distance d

eðdÞ,
seðdÞ

Expectation and standard deviation of EMR with
distance d

ce Constant in the EMR model
cu Constant in the charging utility model
Uð:Þ Utility function
Rt EMR threshold
h ConfidenceePiz, esP;iz Approximated expectation and standard deviation

of EMR in subarea Az from si
NðsiÞ Neighbor set of charger si

Fig. 3. Fitting result for standard deviation of power.

Fig. 4. A-D test and K-S test results.
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experimental study. We will investigate 3D wireless charg-
ing issues in our future work.

For the charging utility model, we adopt the linear model
proposed in [16], namely

UðxÞ ¼ cu � x; (2)

where cu is a predetermined constant and x denotes the the
aggregate received power for all devices.

3.2 Problem Statement

Let dðsi; ojÞ be the distance from charger si to device oj. Con-
sidering the jitter of the received power of device oj from
charger si, i.e., P ðdðsi; ojÞÞxi, we take the expected charging
utility over time E½UðP ðdðsi; ojÞÞxiÞ� ¼ E½cuP ðdðsi; ojÞÞxi� ¼
cuP ðdðsi; ojÞÞxi for optimization. Therefore, the optimization
goal for ROSE is to maximize the aggregate expected charg-

ing utility of all devices, i.e., cu
Pn

i¼1

Pm
j¼1 P ðdðsi; ojÞÞxi. As

for the constraint, we require that for any point p 2 R2, the
probability that the aggregated EMR there does not exceed
a given threshold Rt is not less than a given confidence h

(0 < h � 1), i.e., Probðce
Pn

i¼1 P ðdðsi; pÞÞxi � RtÞ � h. To
sum up, the problem of RObustly SafE charging for wireless
power transfer (ROSE) can be defined as follows:

ðP1Þ max
xi

cu
Xn

i¼1

Xm

j¼1
P ðdðsi; ojÞÞxi

s:t: 8p 2 R2; Probðce
Xn

i¼1
P ðdðsi; pÞÞxi � RtÞ � h;

0 � xi � 1 ði ¼ 1; . . . ; nÞ:
(3)

Note that xis are the optimization variables. Because the
sum of independent Gaussian random variables also fol-
lows Gaussian distribution and its expectation and variance
is exactly the sum of the expectation and variance of all the
Gaussian random variables, respectively [46], we let P ¼Pn

i¼1 P ðdðsi; pÞÞxi and s2
P ¼Pn

i¼1 s
2
P ðdðsi; pÞÞx2

i , and intro-
duce an assistant zero mean unit variance Gaussian vari-
able, and the constraint in the former formulation can be
rewritten as

Prob
P �E½P �

sP
� Rt=ce �E½P �

sP

� �
¼Prob

P �E½P �
sP

� z

� �
� h:

(4)

Suppose FðzÞ ¼ 1ffiffiffiffi
2p

p
R z
�1 e�t2=2dt is the cumulative distribu-

tion function of a zero mean unit variance Gaussian random
variable, then we have Rt=ce�E½P �

sP
� F�1ðhÞ. By rearranging

the inequality and plugging in the expressions of P and sP ,
we have

Xn

i¼1
P ðdðsi; pÞÞxi þF�1ðhÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
s2
P ðdðsi; pÞÞx2

i

q
� Rt

ce
;

(5)

which is exactly in the form of second-order cone constraint,
a special type of quadratic constraints [14]. A second-order
cone constraint is of the form kAxþ bk2 < cxþ d where
A 2 RK	n, and it is the same as requiring the affine function
ðAxþ b; cTxþ dÞ to lie in the second-order cone in RKþ1.
The second-order cone constraint typically appears in the

second-order cone programming, which is convex optimi-
zation and aims to minimize a linear function.

Consequently, the formulation P1 can be equivalently
transformed into

ðP2Þ max
xi

cu
Xn

i¼1

Xm

j¼1
P ðdðsi; ojÞÞxi

s:t:
Xn

i¼1
P ðdðsi; pÞÞxi þF�1ðhÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
s2
P ðdðsi; pÞÞx2

i

q
� Rt

ce
;

8p 2 R2; 0 � xi � 1 ði ¼ 1; . . . ; nÞ:
(6)

Note that the constraint of P1 is nonlinear and is imposed on
every point on the plane. ROSE falls in the realm of non-
convex programs. Especially, we have the following
theorem.

Theorem 3.1. The ROSE problem is a non-convex optimization
problem.

Proof. To begin with, we define the function gðx; pÞ and
rewrite the constraint of P1 as

gðx; pÞ ¼
Xn

i¼1
P ðdðsi; pÞÞxi þF�1ðhÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
s2
P ðdðsi; pÞÞx2

i

q
�Rt

ce
� 0:

Note that p 2 R2 and 0 � xi � 1 ði ¼ 1; . . . ; nÞ. Next,
recall that P ðdÞ ¼ E½P ðdÞ� ¼ a1

ðdþb1Þ2
and sP ðdÞ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Var½P ðdÞ�p ¼ a2
ðdþb2Þ2

, we claim that gðxÞ is neither a con-
vex nor a concave function. To see this, we consider a

special case for gðx; pÞwith b1 ¼ 0 and a2 ¼ 0, that is

gðx; pÞ ¼
Xn

i¼1

a1

d2ðsi; pÞxi �Rt

ce
:

Clearly, gðx; pÞ is neither convex nor concave because
it approaches positive infinity when p is at point si ði ¼
1; . . . ; nÞ. Then according to the classical result in [14], we
conclude that the ROSE problem is a non-convex optimi-
zation problem. tu

4 ð1� �Þ-APPROXIMATION CENTRALIZED

ALGORITHM

In this section, we present a centralized algorithm that
achieves ð1� �Þ-approximation ratio to address ROSE. First,
we use two piecewise constant functions to approximate the
nonlinear expectation and standard deviation of EMR value
with distance, respectively, and thus partition the whole 2D
plane into multiple subareas and the aggregated EMR for
any point in a given subarea is the same. Consequently, we
reformulate ROSE into a traditional Second-Order Cone
Program (SOCP), which can be optimally addressed. Sec-
ond, considering the high time complexity caused by the
huge number of second-order cone constraints in the refor-
mulated SOCP, we propose a centralized algorithm to elimi-
nate the redundant constraints that can be safely removed
without hurting the final results.

2184 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 21, NO. 6, JUNE 2022

Authorized licensed use limited to: Nanjing University. Downloaded on May 07,2022 at 00:41:10 UTC from IEEE Xplore.  Restrictions apply. 



4.1 Piecewise Constant Approximations for EMR
and Area Discretization

To begin with, we use two piecewise constant functions to
approximate the nonlinear expectation and standard devia-
tion of EMR, which are denoted by eðdÞ and seðdÞ, respec-
tively. Note that we have eðdÞ ¼ ce

a1
ðdþb1Þ2

and seðdÞ ¼
ce

a2
ðdþb2Þ2

. The sets of endpoints of the piecewise constant

line segments for these two functions are exactly the same,
which are denoted by ‘ð1Þ; . . . ; ‘ðQÞ ð‘ð0Þ ¼ 0; ‘ðQÞ ¼ DÞ in
order of distance. Next, we plot Q concentric circles with
radius ‘ð1Þ; . . . ; ‘ðQÞ for each charger, respectively. The
approximated expectation and standard deviation of EMR
from the charger at any point between adjacent circles
should be uniform. Finally, the whole 2D plane is thus parti-
tioned into multiple subareas that are shaped by these
concentric circles. For each formed subarea, either the
approximated expectation or the standard deviation of
EMR generated by a charger is the same for any point in the
considered subarea, and so is the case for aggregated EMR
from multiple chargers. Fig. 5 shows an example for which
we draw two concentric circles for three chargers with
radius ‘ð1Þ and ‘ð2Þ, and obtain 12 subareas.

First, we give the following definition.

Definition 4.1. Define ‘ðqÞ ðq ¼ 1; . . . ; QÞ as the endpoints of
the piecewise constant line segments for eðdÞ and seðdÞ, and set
their value as

‘ðqÞ ¼ minf
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �1

p
� ½‘ðq � 1Þ þ b1�

� b1;
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �2

p
� ½‘ðq � 1Þ þ b2� � b2g;

(7)

where q ¼ 1; . . . ; Q� 1 and ‘ð0Þ ¼ 0 and ‘ðQÞ ¼ D where Q
satisfies

D � minf
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �1

p
� ½‘ðQ� 1Þ þ b1�

� b1;
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �2

p
� ½‘ðQ� 1Þ þ b2� � b2g;

(8)

and ‘ðQ� 1Þ < D.

Clearly, this discretization method is decided by the two
parameters b1 and b2 in the probabilistic charging model
and the approximation error thresholds �1 and �2 for EMR
expectation and standard deviation, respectively.

Then, we show in the following theorem that we can
bound the approximation errors of the expectation and stan-
dard deviation of EMR.

Lemma 4.1. Use the following piecewise constant functions eeðdÞ
eeðdÞ ¼ eð0Þ; d ¼ 0

eð‘ðq � 1ÞÞ; ‘ðq � 1Þ < d � ‘ðqÞ ðq ¼ 1; . . . ; QÞ
0; d > D;

8<:
(9)

and

eseðdÞ ¼
seð0Þ; d ¼ 0
seð‘ðq � 1ÞÞ; ‘ðq � 1Þ < d � ‘ðqÞ ðq ¼ 1; . . . ; QÞ
0; d > D;

8<:
(10)

where ‘ðqÞ ðq ¼ 1; . . . ; QÞ is defined as in Definition 4.1, the
approximation errors of EMR expectation and standard devia-
tion by a single charger from distance d satisfy

1 �
eeðdÞ
eðdÞ � 1þ �1: (11)

and

1 � eseðdÞ
seðdÞ � 1þ �2: (12)

Proof. Suppose the given distance d satisfies ‘ðq � 1Þ � d �
‘ðqÞ for a certain q. As eðdÞ is a monotonically decreasing

function, we have
eeðdÞ
eðdÞ ¼ eð‘ðq�1ÞÞ

eðdÞ � 1. Moreover, by Equa-

tion (7), we have

eeðdÞ
eðdÞ

� eð‘ðq � 1ÞÞ
eð‘ðqÞÞ

¼eð‘ðq � 1ÞÞ=eðminf
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �1

p
� ½‘ðq � 1Þ þ b1� � b1;ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ �2
p

� ½‘ðq � 1Þ þ b2� � b2gÞ

� eð‘ðq � 1ÞÞ
eð ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ �1
p � ½‘ðq � 1Þ þ b1� � b1Þ

¼
ce

a1
ð‘ðq�1Þþb1Þ2

ce
a1

ð
ffiffiffiffiffiffiffiffi
1þ�1

p
�½‘ðq�1Þþb1��b1þb1Þ2

¼ 1þ �1:

(13)

By similar analysis to the approximation error of stan-

dard deviation, we can obtain Equation (12). This com-

pletes the proof. tu
Lemma 4.2. The number of partitioned subareas is subject to

Z ¼ Oðn2ð��2
1 þ ��2

2 ÞÞ.
Proof. By Equation (7), we have ‘ðqÞ � ‘ðq � 1Þ ¼

minf ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �1

p � ½‘ðq � 1Þ þ b1�� b1;
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �2

p � ½‘ðq � 1Þ þ
b2�� b2g � ‘ðq � 1Þ � minfð ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ �1
p � 1Þ � b1; ð

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �2

p �
1Þ � b2g. Therefore, the number of concentric circles Q is
subject to Q � D

minfð
ffiffiffiffiffiffiffiffi
1þ�1

p
�1Þ�b1;ð

ffiffiffiffiffiffiffiffi
1þ�2

p
�1Þ�b2g

¼ Oð��1
1 þ ��1

2 Þ.
Further, as per the classical result proposed in [47], the

number of subareas formed by n circles, say Z, satisfies
Z � n2 � nþ 2. The number of partitioned subareas is

thus subject to Z � ðnQÞ2 � nQþ 2 ¼ Oðn2ð��1
1 þ ��1

2 Þ2Þ ¼
Oðn2ð��2

1 þ ��2
2 ÞÞ. This completes the proof. tu

Fig. 5. Area discretization.
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4.2 Problem Reformulation

Consequently, let ePiz and esP;iz be the corresponding
approximated expectation and standard deviation of charg-
ing power at the zth subarea in all Z subareas when the
adjusting factors of all chargers are 1, P2 can be reformu-
lated as

ðP3Þ max
xi

cu
Xn

i¼1

Xm

j¼1
P ðdðsi; ojÞÞxi

s:t:
Xn

i¼1

ePizxi þF�1ðhÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
es2
P;izx

2
i

q
� Rt

ce
; ðz ¼ 1; . . . ; ZÞ

0 � xi � 1; ði ¼ 1; . . . ; nÞ:
(14)

The above formulation falls exactly into the realm of
Second-Order Cone Program (SOCP), which can be opti-
mally addressed by convex optimization techniques such as
interior point methods [14]. As both the approximated
expectation and standard deviation of EMR are a bit exag-
gerated compared to their real value, the computed solution
to problem P3 should be generally smaller than the optimal
solution to P2, which makes it feasible to P2. We show this
in the following lemma.

Lemma 4.3. Any feasible solution to problem P3 is also feasible
to problem P2.

Apparently, the time complexity of solving problem P3
is positively related to the number of its second-order cone
constraints, which increases rapidly with the error thresh-
olds of �1 and �2 as per Lemma 4.2. To alleviate the computa-
tional cost without sacrificing the approximation accuracy,
we will discuss how to eliminate useless constraints in the
next subsection.

4.3 Centralized Redundant Constraint Reduction

To begin with, we give the following formal definition.

Definition 4.2 (Redundant second-order cone con-
straint). Consider the system with n variables and m second-
order cone constraints

jjAixþ bijj2 � cTi xþ di; i 2 f1; . . . ;mg; (15)

where Ai 2 Rni	n, bi 2 Rni , x 2 Rn, and di 2 R. The feasible
region S associated with the system is defined as

S , fx 2 Rn j jjAixþ bijj2 � cTi xþ di; i 2 f1; . . . ;mgg:
(16)

Moreover, for any fixed k 2 f1; . . . ;mg, define the feasible
region by

Sk , fx 2 Rn j jjAixþ bijj2 � cTi xþ di; i 2 f1; . . . ;mgnkg:
(17)

Then, the kth constraint jjAkxþ bkjj2 � cTk xþ dk ð1 � k �
mÞ is a redundant constraint if and only if Sk ¼ S.

Essentially, the redundant second-order cone constraints
are those constraints that can be safely removed without
affecting the feasible region of the SOCP problem. As there

is no algorithm available for redundant second-order cone
constraint identification and reduction, we propose the first
scheme to address this problem. In particular, this method
consists of three steps: (1) It identifies and eliminates those
trivial constraints that can be always satisfied even all xis
set to be 1; (2) it compares each pair of constraints, and
removes the constraint that has both the coefficients of ePiz

and esP;iz being less than that of the other constraint, respec-
tively, for each optimization variable xi ði ¼ 1; . . . ; nÞ. The
reason is that as long as the latter constraint is satisfied, the
former one must also be satisfied, which indicates its redun-
dancy; (3) it performs the so-called SOCP optimization
based constraint reduction method for each pair of con-
straints. In particular, this method picks the constraints one
by one; and for each constraint, it takes the formula at the
left-hand side (L.H.S.) of the constraint as the optimization
function and uses the other constraints to compute an opti-
mal solution. If the solution is no more than the constant at
the right-hand side (R.H.S.) of the considered constraint,
which means the constraint will always be satisfied in the
presence of the other constraints, then the constraint is
redundant and can be removed; otherwise cannot. In our
problem, suppose the kth constraint is chosen, and the opti-
mization program is shown as below:

max
xi

Xn

i¼1

ePikxi þF�1ðhÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
es2
P;ikx

2
i

q
s:t:

Xn

i¼1

ePizxi þF�1ðhÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
es2
P;izx

2
i

q
� Rt

ce
;

ðz ¼ 1; . . . ; Z; z 6¼ kÞ
0 � xi � 1; ði ¼ 1; . . . ; nÞ:

(18)

The above formulation is hard to deal with, so we introduce
an assist variable y and rewrite the formulation as

max
xi

Xn

i¼1

ePikxi þ y

s:t:
Xn

i¼1

ePizxi þF�1ðhÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
es2
P;izx

2
i

q
� Rt

ce
;

ðz ¼ 1; . . . ; Z; z 6¼ kÞ
F�1ðhÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
es2
P;ikx

2
i

q
� y ¼ 0;

0 � xi � 1; ði ¼ 1; . . . ; nÞ:

(19)

In fact, this formulation is slightly different with the tradi-
tional expression of SOCP [14] because it has equality con-
straints. Nevertheless, we can equivalently transform each
second-order constraint to a quadratic one, and then use
KKT conditions [14] to compute an optimal solution. We
omit the details to save space. After obtaining the optimal
solution, we check whether it exceeds Rt

ce
. If not, we identify

the constraint as a redundant one and remove it. Moreover,
we note that the redundant second-order cone constraint
reduction algorithm is essentially a pruning algorithm, and
it does not reduce the theoretical time complexity of the
whole centralized algorithm for ROSE.

For simplicity, we still use P3 to express the problem
after the redundant constraint reduction if no confusion
arises. In addition, we emphasize that as the redundant con-
straint reduction method is only performed once after the
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deployment of chargers, its computational cost can be amor-
tized over time and thus can be neglected.

4.4 Theoretical Analysis

Theorem 4.1. Setting the approximation error thresholds for
EMR expectation and standard deviation as �1 ¼ �2 ¼ �, the
centralized algorithm for ROSE achieves ð1� �Þ-approxima-
tion ratio, and its time complexity is Oðn5��3Þ.

Proof. We analyze the time complexity of the algorithm.
By Lemma 4.2, the number of subareas Z after the area
discretization is given by Z ¼ Oðn2��2Þ given that �1 ¼
�2 ¼ �. Thus, the number of constraints in P3 is Z ¼
Oðn2��2Þ. Moreover, the number of decision variables xis
in P3 is exactly equal to the number of wireless chargers
n. By the classical results in [48], an SOCP can be solved
efficiently using interior-point algorithms in Oð ffiffiffiffiffiffi

Z0

p Þ iter-
ations, each of which has complexity of Oðn2

0 � Z0Þ, where
Z0 and n0 are the number of constraints and the number
of decision variables, respectively, in the SOCP. There-
fore, the whole time complexity of the centralized algo-
rithm is Oðn2

0Z
3=2
0 Þ ¼ Oðn2ðn2��2Þ3=2Þ ¼ Oðn5��3Þ. tu

5 ð1� �Þ-APPROXIMATION FULLY DISTRIBUTED

ALGORITHM

In this section, we develop a ð1� �Þ-approximation algo-
rithm for ROSE. The motivation of presenting a distributed
algorithm is to address the scalability issue by guaranteeing
that no matter how large the network is, wireless chargers
that are delegated to perform computation tasks can always
keep their overhead at a constant level. First, we make the
area discretization algorithm in the centralized algorithm
distributed. Second, we propose the first distributed redun-
dant second-order cone constraint reduction algorithm to
remove redundant constraints. Third, we present a distrib-
uted algorithm to address SOCP. To the best of our knowl-
edge, it is the first fully distributed algorithm for SOCP that
is scalable with network size.

5.1 Distributed EMR Approximation, Area
Discretization, and Redundant Constraint
Reduction

At the very beginning, we assume that each charger already
knows the parameters regarding probabilistic charging
model, EMR model, and approximation error threshold,
which can be either hard-coded in the charger’s program or
dynamically updated via infrequent network-wide broadcast
by a sink node to cater to changing EMR safety or accuracy
demands. Then, each charger can conduct the EMR approxi-
mation procedure independent of each other. Further, let
neighbor set NðsiÞ be the set of chargers having non-empty
intersected coverage area with si. Apparently, each charger
can communicate with the chargers in its neighbor set for
their position information to implement area discretization.
Next, as there are no prior works regarding distributed
redundant second-order cone constraint reduction, we
develop the first algorithm to address this problem. We only
sketch the algorithm due to space limit. A charger running
this algorithm first locally removes trivial constraints by
using the centralized redundant second-order cone constraint

reduction algorithm. Then, it exchanges the obtained con-
straints with neighbors in two hops, picks out the constraints
that involve itself, and then performs the centralized redun-
dant second-order cone constraint reduction algorithm one
more time. We can prove that this algorithm achieves the
same performance as that of its centralized version.

Algorithm 1.Distributed Algorithm for ROSE at Charger si

Input: Charger set S, device set O, EMR threshold Rt, confi-
dence h, and error threshold �
Output: Adjusting factor xi

1 Apply distributed area discretization technique based on
the collected information from neighbor set NðsiÞ with
approximation error thresholds for EMR expectation and
standard deviation of �=2, and then compute the approx-
imated expectation ePkz and standard deviation esP;kz in
each subarea Az for each charger sk 2 si [NðsiÞ; ;

2 Apply distributed redundant second-order cone constraint
reduction algorithm to remove redundant constraints;

3 SetM ¼ 1þ
ffiffiffiffiffiffiffiffiffi
1��=2

p
�=2

� �
;

4 Identify itself as a member of a certain cell based on its
stored geographical information;

5 Take part in electing a cell head in its cell;
6 if si itself is a cell head then
7 Participate in electing the cluster heads for all

ðM � 1Þ-Clusters for different turn-off policies that
is related to itself;

8 for All ðM � 1Þ-Clusters for all turn-off policies that are
related to it then

9 if si itself is a cluster head then
10 Collect all related information from all cell heads in

the ðM � 1Þ � Cluster;
11 Use the traditional SOCP algorithm to compute a

solution;
12 Send the solution to all the cell heads;
13 else
14 Send related information to its corresponding cluster

head, and receive the adjusting factors for the charg-
ers in its cell from the cluster head;

15 Send the corresponding adjusting factors to all chargers
located in its cell;

16 else
17 Send related information to its cell head, and receive M 	

M adjusting factors from the cell head;
18 Compute the average value of the obtained M 	M adjust-

ing factors as the final solution.

5.2 Distributed SOCP Algorithm

We propose a distributed algorithm to address SOCP in
this subsection. The key intuitions of the algorithm are as
follows. First, to decompose the problem into multiple
minor ones that can be locally addressed, we propose a
new area partition scheme to partition the whole area into
many smaller subareas. Especially, we preserve “blank
strips” between the subareas by switching off the chargers
in these strips so that the impact of charging power
together with EMR from chargers in neighboring subareas
can be eliminated. By this means, we can safely consider
each subarea independently of others. Second, to avoid
unexpected performance loss caused by adopting a specific

DAI ET AL.: ROSE: ROBUSTLY SAFE CHARGING FORWIRELESS POWER TRANSFER 2187

Authorized licensed use limited to: Nanjing University. Downloaded on May 07,2022 at 00:41:10 UTC from IEEE Xplore.  Restrictions apply. 



area partition strategy and thus bound the overall perfor-
mance, we enumerate all area partition strategies to forge a
solution that is globally feasible and has performance guar-
antee. The whole distributed framework needs only one-
round information gathering and one-round dissemination
that involves chargers within a certain constant distance.

Algorithm 1 shows the details of the whole distributed
algorithm running at each charger si. After initialization,
Algorithm 1 first partitions the whole area into multiple uni-
form grid cells with side length of 2D where D is the charg-
ing radius of wireless chargers, and further groups these
cells into larger squares called M-Clusters, each of which

contains M 	M cells where M ¼ 1þ
ffiffiffiffiffiffiffiffiffi
1��=2

p
�=2

� �
. This process

can be implemented locally at each charger si based on its
geographical location. Further, each charger participates in
electing a cell head for its associated cell through methods
such as voting. Fig. 6a shows an instance for which the area
is partitioned into 64 cells which in turn form 4 M-Clusters.
Note that black dots denote normal chargers while blue tri-
angles denote cell heads. Second, the algorithm further par-
titions the area using a so-called turn-off policy, which is
formally defined as a tuple of < p; q > . All M-Clusters
that adopt a turn-off policy < p; q > will turn off all the
chargers located in the cells that lie in their pth row and qth
column, and thereby, the cells with active chargers are
regrouped into new clusters with scale of no more than
ðM � 1Þ 	 ðM � 1Þ cells, which we call ðM � 1Þ-Clusters.
Next, cell heads in a ðM � 1Þ-Cluster interacts with each
other to elect a cluster head which is responsible for the com-
puting task for the whole cluster as well as information col-
lection and dissemination.

Figs. 6b and 6c show the obtained 9 ðM � 1Þ-Clusters
after carrying out turn-off policies < 2; 2 > and < 3; 3 > ,
respectively, and in the figures red stars indicate cluster
heads while directed dashed arrows indicate information
flows with directions. Third, the algorithm enumerates all
possible M 	M different turn-off policies and accordingly
obtains M2 adjusting factors for each charger. Then, each
charger computes the average value of these adjusting fac-
tors as the final solution.

It is clear that each charger needs only information from
chargers within a distance of no more than 2

ffiffiffi
2

p �M � 2D ¼
4
ffiffiffi
2

p 1þ
ffiffiffiffiffiffiffiffiffi
1��=2

p
�=2

� �
D to compute solutions for all M2 turn-off

policies along with the final solution. Besides, though there
have emerged a few distributed algorithms for SOCP, most

of them are based on dual decomposition such as [49], and
have no performance guarantee after a fixed number of iter-
ations or do not scalable with network size under a given
performance requirement. In contrast, our proposed algo-
rithm has performance guarantee with a few constant steps,
and is scalable with network size because each wireless
charger always keep its overhead at a constant level.

5.3 Performance Analysis

Theorem 5.1. The output of Algorithm1 forROSE is a feasible solu-
tion toP3. Moreover, Algorithm 1 achieves ð1� �Þ-approximation
ratio in terms of the overall expected charging utility, and its com-
munication complexity isOð��1Þ.

Proof. Suppose the obtained adjusting factor for charger si
by our distributed algorithm is xi, and the optimal adjust-
ing factors for si for problem P3 or P2 (or P1) is x


i ; and
the overall charging utilities corresponding to the three
solutions are U , eU
, and U
, respectively. Suppose the
computed adjusting factor for si for the turn-off strategy
< p; q > is x<p;q >

i , and its corresponding charging utility
is U <p;q > . We first prove the feasibility of the obtained

solution xi (xi ¼
PM

p¼1

PM

q¼1
x
<p;q >
i

M2 ). Clearly, we have

Pn
i¼1
ePizx

< 1;1>
i þF�1ðhÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 es2

P;izðx< 1;1>
i Þ2

q
� Rt

ce
;

. . . . . .Pn
i¼1
ePizx

<M;M >
i þF�1ðhÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 es2

P;izðx<M;M >
i Þ2

q
� Rt

ce
;

8><>:
where z ¼ 1; . . . ; Z. By summing up L.H.S. and R.H.S. of

the M2 inequalities and dividing both of them by M2,

and plugging in xi ¼
PM

p¼1

PM

q¼1
x
<p;q >
i

M2 , we have

Xn

i¼1

ePizxi þ 1

M2

XM
p¼1

XM
q¼1

F�1ðhÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
es2
P;izðx<p;q >

i Þ2
q

� Rt

ce
;

(20)

where z ¼ 1; . . . ; Z.
Further, as per Minkowskis Inequality [50], for any

u;v 2 Rn and p 2 ½1;þ1Þ, it holds that kuþ vkp �
kukp þ kvkp. Here k:kp indicates the ‘p-norm. Therefore,
we have

Fig. 6. (a)M-Clusters; (b) ðM � 1Þ-Clusters for < 2; 2 > ; (c) ðM � 1Þ-Clusters for < 3; 3 > .
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Note that the inequality at the fourth step in the
above derivation is obtained by iteratively applying
Minkowskis Inequality. By combining Equations (20)
and (21), we obtain
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where z ¼ 1; . . . ; Z. This indicates that xis is a feasible
solution to problem P3, as well as P2 as per Lemma 4.3.

Next, assume we obtain in total K M-Clusters. Sup-
pose the aggregated charging utility for the chargers in
the cell lies in the ith row and jth column in the kth
M-Cluster in the optimal solution toP3 is uijk. Moreover,
suppose the aggregated charging utility included in the
optimal charging utility to P3 achieved by the chargers
that are switched on (switched off) for the policy <

p; q > is eU
<p;q > (eU
<p;q >

). Evidently, we have

eU
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 !
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Further, as U <p;q > is optimal under the settings of the
turn-off policy < p; q > , then we have

U <p;q > � eU
<p;q > : (24)

As eU
<p;q> þ eU
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, we then obtain
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By enumerating allM2 turn-off policies, we have
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By combining Equations (26) and (27), we obtainPM
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Therefore, the achieved utility of our solution U satisfies
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Further, we consider the optimal solution x

i to problem

P2, apparently it satisfiesXn
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Consider an arbitrary point p which lies in the zth subarea.
Further, as per Lemma 4.1, when we set both the approxi-
mation error thresholds for EMR expectation and standard

deviation, i.e., �1 and �2, as �=2, we have
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which implies
x

i

1þ�=2 is a feasible solution to the problem
P3. As eU
 is the optimal solution to P3, we thus have
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Combining Equations (29) and (32), we have

U � ð1� �=2Þ � ð1� �=2ÞU
 � ð1� �ÞU
: (32)

It indicates that our algorithm achieves ð1� �Þ-approxi-
mation ratio.

Further, each charger needs only information fromcharg-

ers with a distance of no more than 4
ffiffiffi
2

p d1þ
ffiffiffiffiffiffiffiffiffi
1��=2

p
�=2 eD ¼

Oð��1Þ. Then, each charger can use an delay efficient algo-

rithm, such as that in [51], to build a data aggregation tree

which is rooted at itself and connects all other related charg-
ers. The aggregation delay of the algorithm in [51], for exam-

ple, is at most 16Rþ D� 14, whereR is the network radius

and D is the maximum node degree in the graph. As D is

typically bounded because the charger density is bounded

in real applications, and can be regarded as a constant, the

communication complexity is thus 16Rþ D� 14 ¼
Oð16 � ��1Þ ¼ Oð��1Þ. tu

We note that the time complexity of each charger in Algo-
rithm 1 is not analyzed. The reason is that it depends on
the number of the charger’s surrounding chargers along
with the number of surrounding devices, which can vary
from zero to the total numbers of chargers and of devices.
Moreover, we can see that in the distributed algorithm,
each charger first exchanges its position information with
neighboring chargers for area discretization, and then
exchanges its obtained constraints with neighbors in two
hops for redundant constraint reduction. Further, for each
policy < p; q > , each charger in a cluster sends its ID and
position, IDs of covered devices and their positions,
extracted constraints, related cell head ID to its cell head,
which forwards the information to its cluster head. The
cluster head computes the adjusting factors for the policy
< p; q > , and disseminates the factors together with their
associated device IDs and related cell IDs to cell heads,
which then forward the information to all other chargers
in this cluster.

Discussion. Here we discuss practical issues when using
our proposed centralized and distributed ROSE algorithms
in practice. First, the two algorithms can run periodically,
rather than continuously, to save energy. They can be trig-
gered by new charging requests raised by devices. Second,
in this paper we assume that charging utility of each device
increases proportionally with its received charging power.
This assumption captures the fact that devices can always
fully utilized their harvested power to enhance working
performance, such as some rechargeable sensor nodes can
accordingly adjust their sampling rates for sensing based on
their harvested power. In this case, wireless chargers can
never be turned off because sensor nodes will never be fully

charged. Further, even if each device has an upper bound
for its required charging power and a nonlinear charging
utility model is used as we will discuss in Section 8, wireless
chargers also cannot be turned off because there is at least
one device does not reach or just reaches its upper bound
for required charging power due to the property of our pro-
posed algorithms. Nevertheless, some devices are overly
charged in this scenario, and they can stop harvesting
power periodically.

6 SIMULATION RESULTS

In this section, we perform simulations to verify the perfor-
mance of our proposed centralized and distributed algo-
rithms for ROSE.

6.1 Evaluation and Baseline Setup

The considered field is a 200m	 200m square area. We set
a1 ¼ 15, b1 ¼ 30, D ¼ 13m, n ¼ 30, � ¼ 0:15, Rt ¼ 80, h ¼
0:6, ce ¼ 1000, cu ¼ 1, a2 ¼ 30, b2 ¼ 15, and m ¼ 1000,
respectively. Note that here � denotes both of the approxi-
mation error thresholds for EMR expectation and standard
deviation as well as the error threshold for the distributed
algorithms in this paper, and is set to the same value of 0.15.
Each data point in figures indicates an average result of 100
random topologies, which are generated based on uniform
distribution. We develop four algorithms for comparison as
there are no existing approaches for ROSE. The first algo-
rithm is Optimal, which approximates the optimal algo-
rithm using our centralized ROSE algorithm with � ¼ 0:05.
The second is Set-Cover that borrows the idea of the tradi-
tional set-cover algorithm. Each time it greedily picks a
charger that can be turned up to achieve the largest charg-
ing utility increment. The third (fourth) is 1=3 Approxima-
tion (1=4 Approximation) that divides the whole area into
uniform hexagons (squares) with side length of 2D and
elects a cell head in each individual hexagon (square) to run
the centralized ROSE algorithm to obtain a solution and cut
down it to 1=3 (1=4) to guarantee a global feasible solution.

6.2 Performance Comparison

6.2.1 Impact of Charger Number n

Our simulation results show that on average, Centralized ROSE
outperforms Set-Cover, 1=3 Approximation, and 1=4 Approxima-
tion by 35.18, 150.14, and 238.01 percent, respectively, in terms
of n. Fig. 7 shows that basically the overall charging utilities
of all the algorithms increase with n, but their increasing
trends slow down with n.

Fig. 7. n versus charging utility.
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Set-Cover algorithm demonstrates a slight fluctuation
because of its heuristic charger selection strategy. The per-
formance gap between Centralized ROSE and Optimal is as
low as 2.28 percent. Moreover, 1=3 Approximation and 1=4
Approximation have the worst performance due to their
conservative cutting-down operation on the obtained solu-
tion. Next, we have also verified the feasibility of the results
for all the six algorithms. Specifically, we randomly gener-
ated EMR value according to the probabilistic charging
model at square grid points in the field with side length of
grids being 0:1m. Then, we checked the hth quantile value
of the obtained EMR values at each point, and found that
none of them exceeds the EMR threshold Rt, which suggests
the correctness of all the six algorithms.

6.2.2 Impact of Device Numberm

Our simulation results show that on average, Centralized ROSE
outperforms Set-Cover, 1=3 Approximation, and 1=4 Approxi-
mation by 35.2, 191.36, and 265.55 percent, respectively, in
terms of m. Fig. 8 shows that when the device number
increases from 500 to 4,500, the overall charging utilities of
all the algorithms steadily increase and are nearly propor-
tional to m. This is because that the devices are uniformly
scattered on the area, and the final obtained adjusting fac-
tors for chargers given different device numbers are nearly
the same for a certain algorithm. As a result, the overall
charging utility is basically determined by the density of
devices, and is thus proportional to the device number.
Moreover, Distributed ROSE outperforms Set-Cover, 1=3
Approximation, and 1=4 Approximation by 16.15, 150.64,
and 214.45 percent, respectively, in terms of m.

6.2.3 Impact of EMR Threshold Rt

Our simulation results show that on average, Centralized ROSE
outperforms Set-Cover, 1=3 Approximation, and 1=4 Approxima-
tion by 12.27, 192.28, and 281.86 percent, respectively, in terms of

Rt. Fig. 9 shows that the overall utilities for all algorithms
grow with Rt, and become nearly constant when Rt reaches
120. This is because when Rt exceeds 120, the adjusting factor
for each charger can be tuned to its maximum value while not
violating the EMR safety constraint, which is attained byOpti-
mal, Centralized ROSE, and Set-Cover. In contrast, due to the
performance loss caused by area division or cutting-down
operation, the other three algorithms achieve less charging
utility. Besides, the performance gap between Optimal and
Centralized ROSE is only 0.66 percent.

6.2.4 Impact of Error Threshold �

Our simulation results show that on average, Centralized ROSE
outperforms Set-Cover, 1=3 Approximation, and 1=4 Approxima-
tion by 35.94, 188.61, and 258.84 percent, respectively, in terms
of �. Fig. 10 shows that the charging utilities of all the algo-
rithms except Optimal gradually degrade with �. Especially,
Distributed ROSE decreases at a faster speed than others
due to its adopted area partitioning scheme. The charging
utility for both Centralized ROSE and Distributed ROSE is
always larger than 1� � of the optimal value, while that for
1=3 Approximation (1=4 Approximation) is larger than 1=3
(1=4) of the optimal one, which corroborates our theoretical
results. In particular, even for � ¼ 0:3, the performance of
Centralized ROSE reaches 96.29 percent of that for Optimal.

6.2.5 Impact of Charging Parameter a1

Our simulation results show that on average, Centralized ROSE
outperforms Set-Cover, 1=3 Approximation, and 1=4 Approxima-
tion by 22.84, 168.7, and 228.96 percent, respectively, in terms of
a1. Fig. 11 shows that when a1 is smaller than 30, the charg-
ing power and EMR from each charger are so small that all
the chargers can be tuned to their almost maximal power,
the charging utilities of all the algorithms are thus nearly
proportional to a1. In contrast, the charging utilities increase

Fig. 8.m versus charging utility.

Fig. 9. Rt versus charging utility.

Fig. 10. � versus charging utility.

Fig. 11. a1 versus charging utility.
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at smoother speeds when a1 exceeds 50, and are supposed
to be bounded due to the existence of the EMR threshold.

6.2.6 Impact of Charging Parameter b1

Our simulation results show that on average, Centralized ROSE
outperforms Set-Cover, 1=3 Approximation, and 1=4 Approxima-
tion by 48.92, 191.59, and 268.21 percent, respectively, in terms
of b1. Fig. 12 shows that generally the charging utilities of all
the algorithms decrease with b1, and their decreasing trends
smoothly slow down with b1. This phenomenon is natural
because with a large b1, even though the adjusting factors
for all the chargers can be tuned to a large value, the charg-
ing power will still decrease because it is nearly propor-
tional to the inverse square of b1.

6.2.7 Impact of Charging Parameter a2

Our simulation results show that on average, Centralized ROSE
outperforms Set-Cover, 1=3 Approximation, and 1=4 Approxima-
tion by 36.16, 168.28, and 232.04 percent, respectively, in terms
of a2. Not surprisingly, Fig. 13 demonstrates that the charg-
ing utilities of all the algorithms smoothly decrease with a2,
because large a2 indicates large variance of charging power
and EMR, which leads to small adjusting factors of chargers
in order for a guaranteed confidence. Moreover, Distributed
ROSE performs well and is 18.1, 132.62, and 187.87 percent
better than Set-Cover, 1=3 Approximation, and 1=4 Approx-
imation, respectively.

6.2.8 Impact of Charging Parameter b2

Our simulation results show that on average, Centralized ROSE
outperforms Set-Cover, 1=3 Approximation, and 1=4 Approxima-
tion by 34.14, 184.98, and 264.01 percent, respectively, in terms
of b2. Intuitively, the charging utilities of all the algorithms
should increase with b2 as large b2 causes less variance of

charging power and EMR and thus large adjusting factors
of chargers. Fig. 14 well supports this intuition. Moreover, it
shows that the charging utility for each algorithm grows at
a decreasing rate, and gradually approaches a constant
value, which corresponds to the case that the variance of
charging power and EMR is negligible.

6.2.9 Impact of Confidence h

Our simulation results show that on average, Centralized ROSE
outperforms Set-Cover, 1=3 Approximation, and 1=4 Approxima-
tion by 31.26, 159.89, and 224.6 percent, respectively, in terms of h.
Fig. 15 shows that the charging utility for all the algorithms
decreases with h, which makes sense as a more rigorous EMR
safety requirement intuitively leads to a more conservative
scheduling scheme and thus lower charger utility.

6.2.10 Impact of Network Size on Delay

Our simulation results show that on average, the delay of Distrib-
uted ROSE keeps nearly constant as the network size scales up,
and outperforms Optimal, Centralized ROSE, and Set-Cover by
72.55 percent. We fix the charger density to 0.002, and let the
communication radius of chargers be twice the charging
radius D. Fig. 16 shows that the network delay for Optimal,
Centralized ROSE, and Set-Cover increases proportionally
to the network size as they require network-wide informa-
tion communication. Note that here the unit of delay is the
average time required for a message transferred by one
hop, which depends on the hardware equipment and com-
munication protocol used by rechargeable devices. In con-
trast, the delays for the other three algorithms keep
relatively stable when the network size exceeds 200 as they
only need local communication within a subarea with a
bounded size. Besides, to make the delay acceptable in real-
ity, we need to use an appropriate value of error threshold �

Fig. 12. b1 versus charging utility.

Fig. 13. a2 versus charging utility.

Fig. 14. b2 versus charging utility.

Fig. 15. h versus charging utility.
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in the distributed algorithm even sacrificing the overall
charging utility, and adopt good hardware equipment and
communication protocol for devices.

6.3 Insights

In this subsection, we study the impact of charger distribu-
tion on the overall charging utility. We uniformly scatter
1000 devices in a 200m	 200m square area, and set Rt ¼
0:08, � ¼ 0:5, and h ¼ 0:51. We let the position of all chargers
follow a 2D Gaussian distribution with both x- and
y- coordinates randomly selected from a Gaussian distribu-
tion with m ¼ 100 and standard deviation, say sx and sy,
from 1 to 30. Fig. 17 shows that basically the charging utility
increases with either sx or sy, which indicates that uniform-
ness of chargers’ distribution benefits overall charging util-
ity when the devices are uniformly distributed. That is,
when the value of either of the two parameters of 2D Gauss-
ian distribution, i.e., sx and sy, increases, the distribution of
chargers becomes more and more uniform (see Fig. 12 in
[16] for illustration), and the overall charging utility
increases. It is intuitive since with a more uniform distribu-
tion, chargers are no longer crowded and thus can tune at
higher adjusting factors, and there are generally more devi-
ces covered by all chargers.

7 FIELD EXPERIMENTS

We conducted field experiments to evaluate the perfor-
mance of our algorithms. Fig. 18 shows our testbed
deployed in a 2:4m	 2:4m square area that consists of
eight TX91501 power transmitters and two rechargeable
sensor nodes [30], [52], [53], [54], [55], [56], [57] both of
which are produced by Powercast [58], an AP for data col-
lection from sensor nodes, and a laptop connecting to the
AP for data fetching and analysis (Note that typically a
charging system consists of only chargers and rechargeable

devices. The laptop here is used for experimental data col-
lection and analysis, but is not necessarily required for
charging activity). The eight chargers are deployed at the
vertices and middle points of the edges of the square area
with orientation angles 26:56�, 116:56�, 153:44�, 26:56�,
206:56�, 333:44�, 243:44�, and 206:56�, respectively. Note
that these chargers are actually directional, and we adopt
nearly the same probabilistic charging power/EMR model
for them, except that their charging area is modeled as a sec-
tor with angle 60� and radius 4m, based on our experimen-
tal results. Moreover, the beamwidth of the chargers cannot
be adjusted, and we assume that the orientation of chargers
is fixed. We can address this new problem for directional
charging using nearly the same centralized and distributed
algorithms, which involve EMR approximation and area
discretization, SOCP optimization, redundant second-order
cone constraints reduction, and area partition for distrib-
uted algorithm design. The only difference is that we need
to consider the different boundaries of sector-shaped charg-
ing areas for area discretization as shown in Fig. 19. Besides,
we can also prove that the new algorithms achieve the same
approximation ratios.

Since the power of the chargers is not adjustable, we
place a piece of copper foil tape in a shape of circular seg-
ment with proper length, width, position, and bending
angle in front of each charger so that the charging power
and EMR at locations further than the tape approach to
desired levels. In particular, we pick two or three points fur-
ther than the tape as test points, and adjust the tape such
that the measured charging power at the test points is as
close as possible to the theoretical value (note that the EMR
is proportional to the charging power, so we only need to
pay attention to the later one). As the tape can almost uni-
formly reflect back some portion of electromagnetic signals
and thus uniformly weaken penetrating signals at different
angles, we have found that the measured charging power at

Fig. 16. Delay versus network size.

Fig. 17. Charger distribution versus charging utility.

Fig. 18. Testbed.

Fig. 19. Area discretization for directional charging.
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points other than test points also agrees well with theoreti-
cal results, which shows the effectiveness of this power
adjustment scheme. The two devices are placed at points
ð1:2; 1:2Þ and ð1:2; 1:6Þ, respectively.

We make slight adaptation to Set-Cover, Centralized
ROSE, and Distributed ROSE. Specifically, we only consider
the covered sector-shaped areas of chargers for charging
and EMR safety, and extract second-order cone constraints
at subareas after drawing concentric arcs to discretize the
whole area. Moreover, instead of implementing the central-
ized and distributed ROSE algorithms in sensor nodes, we
adopt an equivalent but easier way for implementation.
That is, running these algorithms on the laptop, and artifi-
cially “adjusting” the power of chargers by appropriately
placing the copper foil tape in front of each charger based
on the computed results of the two algorithms. Fig. 20
shows the charging utilities of the three algorithms for Rt ¼
105; 115; 125 ðmW=cm2Þ with h ¼ 0:7, � ¼ 0:15, and cu ¼
100. On average, Centralized ROSE and Distributed ROSE
outperform Set-Cover by 480.19 and 391.09 percent, respec-
tively. Such high gain is because in the greedy selection pro-
cess of Set-Cover, it happens to tune the charger selected in
the first iteration to its maximum power but yielding little
charging utility, and leaves little room to tune the remaining
unscheduled chargers which have higher charging effi-
ciency. Moreover, we collected multiple samples at a loca-
tion, and found the 70th quantile value (as h ¼ 0:7) as its
reference EMR value. Fig. 21 shows the measured reference
EMR distribution in the area for our Centralized

ROSE algorithm with Rt ¼ 125mW=cm2. We can see
that the peak EMR value is 94mW=cm2, less than Rt. This
fact supports the correctness of our algorithm. Besides, the
31mW=cm2 gap between Rt and the measured peak EMR
value is not only due to the ð1� �Þ-approximation ratio, but
also to the discrepancy between the probabilistic directional
charging model and reality. For example, from our experi-
mental results, the charging power and EMR are the stron-
gest at the same distance right in front of a TX91501 power
transmitter, and they become weaker when the angle with
the transmitter’s orientation increases or decreases. There-
fore, the real power and EMR are indeed smaller than the
calculated values.

8 DISCUSSION

Safe Charging for Certain Locations and/or Areas. For the case
that not every point on the plane, but only some known
locations (for example, chairs or sofas, or positions

constantly indicated by humans wearing a beacon) and/or
areas (for example, bedrooms for children) on the plane
need to be considered for EMR safety, we can make slight
adaptation to the original centralized and distributed ROSE
algorithms by extracting second-order cone constraints at
those locations or the subareas for further processing after
drawing concentric circles to discretize the whole area.

Heterogeneous Wireless Charger Networks. Suppose the con-
sidered network is a hybrid one consisting of heterogeneous
wireless chargers which may be directional or omnidirec-
tional and have various charging parameters a1, b1, a1, b2,
and D. Generally, we can use different charging power and
EMR approximation techniques for different kinds of wire-
less chargers, and thus draw concentric arcs and concentric
circles for directional and omnidirectional wireless chargers,
respectively, for area discretization. Then, we extract corre-
sponding second-order cone constraints in the obtained sub-
areas and adopt the similar centralized and distributed
algorithms to address the obtained instance of SOCP.

Minimum Expected Received Power Requirements for Devices.
In some applications, a minimum expected received power is
required for some rechargeable devices to guarantee their
basic operation or cater to fairness target. Basically, for this
case, we can express these requirements as linear constraints,
which can be regarded as a special case of second-order cone
constraints, and thus still formulate ROSE as a second-order
cone problem, which allows the same centralized algorithm
for ROSE. Nevertheless, as we use turn-off policies to turn off
some chargers for distributed algorithm for ROSE and thus
performance loss arises, some devices may fail to satisfy their
minimum expected power requirements. To address this
problem, we can artificially promote the required minimum
expected received powers for those devices to some extents to
compensate the performance loss.

Nonlinear Charging Utility Model. In this paper, we adopt
the simple linear model proposed in [16] for charging utility
Uð:Þ. However, if we consider the actual power need for
each device, which should be a limited value, then the linear
and bounded model adopted in [26], [27] would be more
suitable. For this model, the charging utility is first propor-
tional to the charging power, and then becomes a constant if
the charging power exceeds a given threshold, which cap-
tures the fact that energy beyond a device’s need is useless.
In this case, the optimization function in the original prob-
lem P2 becomes much more complicated:

Pm
j¼1

Rþ1
y¼�1 UðyÞ

1ffiffiffiffi
2p

p
sP

expð� y�P

2s2
P

Þdy where P ¼Pn
i¼1 P ðdðsi; pÞÞxi and s2

P ¼Pn
i¼1 s

2
P ðdðsi; pÞÞx2

i . Note that Uð:Þ is a nonlinear function.

Fig. 20. Charging utility comparison. Fig. 21. Reference EMR distribution.
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Clearly, the optimization function cannot be even simplified
into a closed form because there is no closed form for the
cumulative distribution function for the standard Gaussian
distribution. We can prove that this function is concave, and
thereby formulate the problem as a Nonlinear Second-
Order Cone Program (NSOCP). Unfortunately, to the best
of our knowledge, there is no optimal or approximation
algorithms to address NSOCP, but only algorithms with
locally optimal solutions [59]. Consequently, the whole
algorithm for the new problem is not an approximation
algorithm. We omit detailed analysis here to save space.

More Efficient Distributed Algorithm. The key idea of our
proposed distributed algorithm for ROSE is to partition the
area into multiple M-Clusters, and enumerate all possible
turn-off policies to further divide the area into multiple
ðM � 1Þ-Clusters. Both the M-Clusters and ðM � 1Þ-
Clusters are squares in shape. A natural question is that can
we divide the area into subareas in shapes other than
squares for better performance. The answer is positive. As
Fig. 22a shows, we divide the whole area into uniform hexa-
gons with side length of M 0 �D, which we call M 0-Clusters.
Similarly, we enumerate all possible turn-off policies in
each hexagon such that the whole area is re-partitioned into
so-called ðM 0 � 1Þ-Clusters, which have distance of 2D
between neighboring hexagons. Figs. 22b and 22c show two
instances of ðM 0 � 1Þ-Clusters. By using similar analysis to
Algorithm 1, we can prove that when we set M 0 ¼
1þ

ffiffiffiffiffiffiffiffiffi
1��=2

pffiffi
3

p
=2��=2

� �
, the hexagon-partitioning based algorithm

achieves ð1� �Þ-approximation ratio. Moreover, the new
algorithm requires information of chargers and devices from
a ðM 0 � 1Þ-Cluster with area of no more than 3

ffiffi
3

p
2 ðM 0D�

1ffiffi
3

p
=2
DÞ2 ¼ 2

ffiffiffi
3

p ðM � 1Þ2D2 where M ¼ 1þ
ffiffiffiffiffiffiffiffiffi
1��=2

p
�=2

� �
. Com-

pared with Algorithm 1 which has ðM � 1Þ-Cluster with
area of no more than ðM � 1Þ2 � ð2DÞ2 ¼ 4ðM � 1Þ2D2, our
algorithm is more efficient as the computational cost of the
centralized ROSE is Oðn5��3Þ where n is the number of
chargers and is proportional to area size given that chargers
are uniformly distributed. Furthermore, the communication
delay of the new algorithm is obviously 4M 0D ¼ 8

ffiffi
3

p
3 MD,

which is less than that of Algorithm 1, i.e., 4
ffiffiffi
2

p
MD according

to the proof to Theorem 5.1. To sum up, the new algorithm
outperforms Algorithm 1 in terms of both computational cost
and communication delay.

Besides, we argue that the new algorithm is optimal
under the double-partitioning framework. By the classical

result in [60] for tessellation or tiling in two dimensions in
geometry, which studies how shapes can be arranged to fill
a plane without any gaps according to a given set of rules,
there are only three shapes that can form regular tessella-
tions, i.e., the equilateral triangle, square, and regular hexa-
gon. We can easily verify that the hexagon-partitioning
based algorithm also outperforms the triangle-partitioning
based algorithm, and thereby the former is the optimal
under our double-partitioning framework.

9 CONCLUSION

The key novelty of this paper is proposing the first scheme
for robustly safe charging for wireless charger networks to
maximize the overall charging utility considering EMR jit-
ter. The key contributions of this paper are establishing the
empirical probabilistic charging model, developing both
centralized and distributed approximation algorithms, and
conducting both simulations and field experiments for
evaluation. The key technical depth of this paper is in pro-
posing the EMR approximation and area discretization
methods to reformulate the problem into the classical prob-
lem of SOCP, developing the first centralized and distrib-
uted second-order cone constraint reduction schemes, and
presenting the fully distributed algorithm and bounding
its performance. Our simulations and experimental results
show that our proposed scheme achieves good perfor-
mance and can outperform comparison algorithms by
480.19 percent. In the future, we plan to consider probabi-
listic EMR safety under more applications such as those
using mobile chargers.

ACKNOWLEDGMENTS

This work was supported in part by the National Natural
Science Foundation of China under Grant 61872178, in part
by the Natural Science Foundation of Jiangsu Province
under Grant No. BK20181251, in part by the Fundamental
Research Funds for the Central Universities under Grant
14380062, in part by the National Natural Science Founda-
tion of China under Grant 61672353, Grant 61472252, Grant
61772046, Grant 61629302, Grant 61373130, Grant 61672276,
Grant 61472184, Grant 61772265, and Grant 62072228, in
part by the Key Research and Development Program of
Jiangsu Province under Grant No. BE2019104, and in part
by the Collaborative Innovation Center of Novel Software
Technology and Industrialization, Nanjing University.

Fig. 22. (a)M 0-Clusters; (b) ðM 0 � 1Þ-Clusters for Instance 1; (c) ðM 0 � 1Þ-Clusters for Instance 2.

DAI ET AL.: ROSE: ROBUSTLY SAFE CHARGING FORWIRELESS POWER TRANSFER 2195

Authorized licensed use limited to: Nanjing University. Downloaded on May 07,2022 at 00:41:10 UTC from IEEE Xplore.  Restrictions apply. 



REFERENCES

[1] F. Zhang, J. Liu, Z. Mao, and M. Sun, “Mid-range wireless power
transfer and its application to body sensor networks,” Open J.
Appl. Sci., vol. 2, no. 1, pp. 35–46, 2012.

[2] WiPo wireless Power. Accessed: 2019. [Online]. Available: https://
wipo-wirelesspower.com/

[3] D. Mascare~nas, E. Flynn, M. Todd, G. Park, and C. Farrar,
“Wireless sensor technologies for monitoring civil structures,”
Sound Vib., vol. 42, no. 4, pp. 16–21, 2008.

[4] M. Buettner, R. Prasad, M. Philipose, and D. Wetherall,
“Recognizing daily activities with RFID-based sensors,” in Proc.
11th Int. Conf. Ubiquitous Comput., 2009, pp. 51–60.

[5] M. Buettner, B. Greenstein, A. Sample, J. Smith, and D. Wetherall,
“Revisiting smart dust with RFID sensor networks,” in Proc. 7th
ACMWorkshop Hot Topics Netw., 2008, pp. 37–42.

[6] Ossia and T-Mobile pilot wireless-charging asset trackers in Walmart
warehouses. Accessed: 2020. [Online]. Available: https://blog.
ossia.com/news/ossia-and-t-mobile-pilot-wireless-charging-asset-
trackers-in-walmart-warehouses

[7] M. Erol-Kantarci and H. T. Mouftah, “Suresense: Sustainable
wireless rechargeable sensor networks for the smart grid,” IEEE
Wireless Commun., vol. 19, no. 3, pp. 30–36, Jun. 2012.

[8] WPTMarket Forecast. Accessed: 2019. [Online]. Available: https://
www.electronics.ca/store/wireless-power-transmission-market-
forecast-analysis.html

[9] H.Dai, Y. Liu,G.Chen, X.Wu, andT.He, “Safe charging forwireless
power transfer,” in Proc. IEEE INFOCOM, 2014, pp. 1105–1113.

[10] Powercast Applications. Accessed: 2011. [Online]. Available: http://
www.powercastsensors.com/category/applications/page/2/

[11] R. Zhang and C. K. Ho, “MIMO broadcasting for simultaneous
wireless information and power transfer,” IEEE Trans. Wireless
Commun., vol. 12, no. 5, pp. 1989–2001, May 2013.

[12] W. Van Loock, “Elementary effects in humans exposed to electro-
magnetic fields and radiation,” in Proc. 5th Asia-Pacific Conf. Envi-
ron. Electromagn., 2009, pp. 221–224.

[13] Wi-Charge. Accessed: 2019. [Online]. Available: https://wi-
charge.com/applications/

[14] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge,
U.K.: Cambridge Univ. Press, 2004.

[15] H. Dai et al., “Safe charging for wireless power transfer,” IEEE/
ACM Trans. Netw., vol. 25, no. 6, pp. 3531–3544, Dec. 2017.

[16] H. Dai, Y. Liu, G. Chen, X. Wu, and T. He, “SCAPE: Safe charging
with adjustable power,” in Proc. IEEE 34th Int. Conf. Distrib. Com-
put. Syst., 2014, pp. 439–448.

[17] H. Dai et al., “SCAPE: Safe charging with adjustable power,” IEEE/
ACM Trans. Netw., vol. 26, no. 1, pp. 520–533, Feb. 2018.

[18] S. Nikoletseas, T. P. Raptis, and C. Raptopoulos, “Low radia-
tion efficient wireless energy transfer in wireless distributed
systems,” in Proc. IEEE 35th Int. Conf. Distrib. Comput. Syst.,
2015, pp. 196–204.

[19] H. Dai, Y. Liu, A. X. Liu, L. Kong, G. Chen, and T. He, “Radiation
constrained wireless charger placement,” in Proc. IEEE INFO-
COM, 2016, pp. 1–9.

[20] H. Dai, H. Ma, A. X. Liu, and G. Chen, “Radiation constrained
scheduling of wireless charging tasks,” in Proc. 18th ACM Int.
Symp. Mobile Ad Hoc Netw. Comput., 2017, pp. 17–26.

[21] H. Dai, H. Ma, A. X. Liu, and G. Chen, “Radiation constrained
scheduling of wireless charging tasks,” IEEE/ACM Trans. Netw.,
vol. 26, no. 1, pp. 314–327, Feb. 2018.

[22] L. Li, H. Dai, G. Chen, J. Zheng, Y. Zhao, and P. Zeng, “Radiation
constrained fair wireless charging,” in Proc. 14th Annu. IEEE Int.
Conf. Sens. Commun. Netw., 2017, pp. 1–9.

[23] R. Dai et al., “Robustly safe charging for wireless power transfer,”
in Proc. IEEE INFOCOM, 2018, pp. 378–386.

[24] S. He, J. Chen, F. Jiang, D. K. Yau, G. Xing, and Y. Sun, “Energy
provisioning in wireless rechargeable sensor networks,” IEEE
Trans. Mobile Comput., vol. 12, no. 10, pp. 1931–1942, Oct. 2013.

[25] H. Dai, X. Wang, A. X. Liu, F. Zhang, Y. Zhao, and G. Chen,
“Omnidirectional chargability with directional antennas,” in Proc.
IEEE 24th Int. Conf. Netw. Protocols, 2016, pp. 1–10.

[26] H. Dai, X. Wang, A. X. Liu, H. Ma, and G. Chen, “Optimizing
wireless charger placement for directional charging,” in Proc.
IEEE INFOCOM, 2017, pp. 1–9.

[27] H. Dai, X. Wang, A. X. Liu, H. Ma, G. Chen, and W. Dou,
“Wireless charger placement for directional charging,” IEEE/ACM
Trans. Netw., vol. 26, no. 4, pp. 1865–1878, Aug. 2018.

[28] X. Wang et al., “Heterogeneous wireless charger placement with
obstacles,” in Proc. 47th Int. Conf. Parallel Process., 2018, pp. 1–9.

[29] H. Dai, K. Sun, A. X. Liu, L. Zhang, J. Zheng, and G. Chen, “Charging
task scheduling for directional wireless charger networks,” in Proc.
47th Int. Conf. Parallel Process., 2018, pp. 1–10.

[30] N. Yu, H. Dai, A. X. Liu, and B. Tian, “Placement of connected
wireless chargers,” in Proc. IEEE INFOCOM, 2018, pp. 387–395.

[31] Y. Shi, L. Xie, Y. T. Hou, and H. D. Sherali, “On renewable sensor
networks with wireless energy transfer,” in Proc. IEEE INFOCOM,
2011, pp. 1350–1358.

[32] L. Xie, Y. Shi, Y. T. Hou, W. Lou, H. D. Sherali, and S. F. Midkiff,
“On renewable sensor networks with wireless energy transfer:
The multi-node case,” in Proc. 9th Annu. IEEE Commun. Soc. Conf.
Sensor Mesh Ad Hoc Commun. Netw., 2012, pp. 10–18.

[33] H. Dai, L. Jiang, X. Wu, D. K. Y. Yau, G. Chen, and S. Tang, “Near
optimal charging and scheduling scheme for stochastic event cap-
ture with rechargeable sensors,” in Proc. IEEE 10th Int. Conf.
Mobile Ad-Hoc Sensor Syst., 2013, pp. 10–18.

[34] H. Dai et al., “CHASE: Charging and scheduling scheme for
stochastic event capture in wireless rechargeable sensor
networks,” IEEE Trans. Mobile Comput., vol. 19, no. 1, pp. 44–59,
Jan. 2020.

[35] L. Xie, Y. Shi, Y. T. Hou, W. Lou, H. D. Sherali, and S. F. Midkiff,
“Bundling mobile base station and wireless energy transfer:
Modeling and optimization,” in Proc. IEEE INFOCOM, 2013,
pp. 1636–1644.

[36] L. Xie, Y. Shi, Y. T. Hou, W. Lou, and H. D. Sherali, “On traveling
path and related problems for a mobile station in a rechargeable
sensor network,” in Proc. 14th ACM Int. Symp. Mobile Ad Hoc
Netw. Comput., 2013, pp. 109–118.

[37] T. Rault, “Avoiding radiation of on-demand multi-node energy
charging with multiple mobile chargers,” Comput. Commun.,
vol. 134, pp. 42–51, 2019.

[38] X. Lu, P. Wang, D. Niyato, D. I. Kim, and Z. Han, “Wireless charging
technologies: Fundamentals, standards, and network applications,”
IEEE Commun. Surveys Tuts., vol. 18, no. 2, pp. 1413–1452, Second
Quarter 2016.

[39] N. Mohd Razali and B. Yap, “Power comparisons of Shapiro-Wilk,
Kolmogorov-Smirnov, Lilliefors and Anderson-Darling tests,” J.
Statist. Model. Analytics, vol. 2, no. 1, pp. 21–33, 2011.

[40] C. M. Borror, “Practical nonparametric statistics,” J. Qual. Technol.,
vol. 33, no. 2, pp. 260–260, 2001.

[41] P. J. Farrell and K. Rogersstewart, “Comprehensive study of tests
for normality and symmetry: Extending the spiegelhalter test,” J.
Statist. Comput. Simul., vol. 76, no. 9, pp. 803–816, 2006.

[42] K. M. Rabie, B. Adebisi, and M.-S. Alouini, “Wireless power trans-
fer in cooperative DF relaying networks with log-normal fading,”
in Proc. IEEE Global Commun. Conf., 2016, pp. 1–6.

[43] K. M. Rabie, A. Salem, E. Alsusa, andM.-S. Alouini, “Energy-harvest-
ing in cooperative AF relaying networks over log-normal fading
channels,” inProc. IEEE Int. Conf. Commun., 2016, pp. 1–7.

[44] Normal Approximation to the Lognormal Distribution. Accessed: 2020.
[Online]. Available: http://www.epixanalytics.com/modelassist/
AtRisk/Model_Assist.htm#Distributions/Approximations/Normal_
approximation_to_the_Lognormal_distribution.htm

[45] S. He, J. Chen, F. Jiang, D. K. Y. Yau, G. Xing, and Y. Sun, “Energy
provisioning in wireless rechargeable sensor networks,” in Proc.
IEEE INFOCOM, 2011, pp. 2006–2014.

[46] S. Ross, A First Course in Probability. London, U.K.: Pearson, 2014.
[47] M. De Berg, M. Van Kreveld, M. Overmars, and O. Schwarzkopf,

Computational Geometry. Berlin, Germany: Springer, 2008.
[48] M. S. Lobo, L. Vandenberghe, S. Boyd, and H. Lebret,

“Applications of second-order cone programming,” Linear Algebra
Appl., vol. 284, no. 1–3, pp. 193–228, 1998.

[49] Q. Peng and S. H. Low, “Distributed algorithm for optimal power
flow on a radial network,” in Proc. 53rd IEEE Conf. Decis. Control,
2014, pp. 167–172.

[50] M. Voitsekhovskii, “Minkowski inequality,” Hazewinkel, Michiel,
Encyclopedia of Mathematics. The Netherlands: Springer, 1997.

[51] X. Xu, X. Y. Li, X. Mao, S. Tang, and S. Wang, “A delay-efficient
algorithm for data aggregation in multihop wireless sensor
networks,” IEEE Trans. Parallel Distrib. Syst., vol. 22, no. 1,
pp. 163–175, Jan. 2011.

[52] H. Dai, X. Wu, L. Xu, G. Chen, and S. Lin, “Using minimum
mobile chargers to keep large-scale wireless rechargeable sensor
networks running forever,” in Proc. 22nd Int. Conf. Comput.
Commun. Netw., 2013, pp. 1–7.

2196 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 21, NO. 6, JUNE 2022

Authorized licensed use limited to: Nanjing University. Downloaded on May 07,2022 at 00:41:10 UTC from IEEE Xplore.  Restrictions apply. 

https://wipo-wirelesspower.com/
https://wipo-wirelesspower.com/
https://blog.ossia.com/news/ossia-and-t-mobile-pilot-wireless-charging-asset-trackers-in-walmart-warehouses
https://blog.ossia.com/news/ossia-and-t-mobile-pilot-wireless-charging-asset-trackers-in-walmart-warehouses
https://blog.ossia.com/news/ossia-and-t-mobile-pilot-wireless-charging-asset-trackers-in-walmart-warehouses
https://www.electronics.ca/store/wireless-power-transmission-market-forecast-analysis.html
https://www.electronics.ca/store/wireless-power-transmission-market-forecast-analysis.html
https://www.electronics.ca/store/wireless-power-transmission-market-forecast-analysis.html
http://www.powercastsensors.com/category/applications/page/2/
http://www.powercastsensors.com/category/applications/page/2/
https://wi-charge.com/applications/
https://wi-charge.com/applications/
http://www.epixanalytics.com/modelassist/AtRisk/Model_Assist.htm#Distributions/Approximations/Normal_approximation_to_the_Lognormal_distribution.htm
http://www.epixanalytics.com/modelassist/AtRisk/Model_Assist.htm#Distributions/Approximations/Normal_approximation_to_the_Lognormal_distribution.htm
http://www.epixanalytics.com/modelassist/AtRisk/Model_Assist.htm#Distributions/Approximations/Normal_approximation_to_the_Lognormal_distribution.htm


[53] H. Dai, X. Wu, G. Chen, L. Xu, and S. Lin, “Minimizing the num-
ber of mobile chargers for large-scale wireless rechargeable sensor
networks,” Comput. Commun., vol. 46, pp. 54–65, 2014.

[54] H. Dai, X. Wu, L. Xu, and G. Chen, “Practical scheduling for sto-
chastic event capture in wireless rechargeable sensor networks,”
in Proc. IEEE Wireless Commun. Netw. Conf., 2013, pp. 986–991.

[55] H. Dai, L. Xu, X. Wu, C. Dong, and G. Chen, “Impact of mobility
on energy provisioning in wireless rechargeable sensor networks,”
in Proc. IEEE Wireless Commun. Netw. Conf., 2013, pp. 962–967.

[56] H. Dai, G. Chen, C. Wang, S. Wang, X. Wu, and F. Wu, “Quality of
energy provisioning for wireless power transfer,” IEEE Trans. Par-
allel Distrib. Syst., vol. 26, no. 2, pp. 527–537, Feb. 2015.

[57] H. Dai, X. Wu, L. Xu, F. Wu, S. He, and G. Chen, “Practical sched-
uling for stochastic event capture in energy harvesting sensor
networks,” Int. J. Sensor Netw., vol. 18, no. 2, pp. 85–100, 2015.

[58] Powercast. Accessed: 2020. [Online]. Available: www.powercastco.
com

[59] Y. Wang and L. Zhang, “Properties of equation reformulation of
the Karush–Kuhn–Tucker condition for nonlinear second order
cone optimization problems,” Math. Methods Operations Res.,
vol. 70, no. 2, pp. 195–218, 2009.

[60] J. H. Conway, H. Burgiel, and C. Goodman-Strauss, The Symme-
tries of Things. Natick, MA, USA/Boca Raton, FL, USA: AK
Peters/CRC Press, 2016.

Haipeng Dai (Member, IEEE) received the BS
degree from the Department of Electronic Engineer-
ing, Shanghai Jiao Tong University, Shanghai,
China, in 2010, and thePhDdegree from theDepart-
ment of Computer Science and Technology, Nanjing
University, Nanjing, China, in 2014. He is currently
an associate professor at the Department of Com-
puter Science and Technology, Nanjing University.
He is also a member of the ACM. He received Best
PaperAward from IEEE ICNP’15,Best PaperAward
Runner-up from IEEE SECON’18, and Best Paper
AwardCandidate from IEEE INFOCOM’17.

Yun Xu received the BS degree from the Depart-
ment of Computer Science and Technology,
Hunan University, Changsha, China, in 2018. He
is currently working toward the master’s degree
from the Department of Computer Science and
Technology, Nanjing University, Nanjing, China.
His research interests focus on wireless charging.

Guihai Chen (Member, IEEE) received the BS
degree in computer software from Nanjing Univer-
sity, Nanjing, China, in 1984, the ME degree in
computer applications from Southeast University,
Nanjing, China, in 1987, and thePhDdegree in com-
puter science from The University of Hong Kong,
Hong Kong, in 1997. He is currently a professor and
deputy chair with the Department of Computer Sci-
ence, Nanjing University, China. He has a wide
range of research interests with focus on sensor net-
works, peer-to-peer computing, high-performance
computer architecture, and combinatorics.

Wanchun Dou (Member, IEEE) received the
PhD degree in mechanical and electronic engi-
neering from the Nanjing University of Science
and Technology, Nanjing, China, in 2001. He is
currently a full professor at the State Key Labora-
tory for Novel Software Technology, Nanjing Uni-
versity. From April 2005 to June 2005 and from
November 2008 to February 2009, he respec-
tively visited the Department of Computer Sci-
ence and Engineering, Hong Kong University of
Science and Technology, Hong Kong, as a visit-

ing scholar. Up to now, he has chaired three National Natural Science
Foundation of China projects and published more than 100 research
papers in international journals and international conferences. His
research interests include workflow, cloud computing, and service
computing.

Chen Tian (Member, IEEE) received the BS, MS,
and PhD degrees from the Department of Elec-
tronics and Information Engineering, Huazhong
University of Science and Technology, Wuhan,
China, in 2000, 2003, and 2008. He is currently an
associate professor with the State Key Laboratory
for Novel Software Technology, Nanjing Univer-
sity, China. He was previously an associate pro-
fessor with the School of Electronics Information
and Communications, Huazhong University of Sci-
ence and Technology, China. From 2012 to 2013,

he was a postdoctoral researcher with the Department of Computer Sci-
ence, Yale University. His research interests include data center networks,
network function virtualization, distributed systems, Internet streaming,
and urban computing.

Xiaobing Wu (Member, IEEE) received the BS
and ME degrees in computer science from
Wuhan University, Wuhan, China, in 2000 and
2003, respectively, and the PhD degree in com-
puter science from Nanjing University, Nanjing,
China, in 2009. He is currently with Wireless
Research Centre, University of Canterbury, New
Zealand. His research interests include the fields
of wireless networking and communications,
Internet of Things, and cyber physical systems.
His publications appeared at the IEEE Transac-

tions on Parallel and Distributed Systems (TPDS), the ACM Transac-
tions on Sensor Networks (TOSN), the Computer Communications
(ComCom), the Wireless Networks, IEEE INFOCOM 2015/2014, IEEE
ICDCS 2014, IEEE MASS 2013, etc. He won Honoured Mention Award
in ACM MobiCom 2009 Demos and Exhibitions. He was an associate
professor with the Department of Computer Science and Technology,
Nanjing University.

Tian He (Fellow, IEEE) is currently a professor at
the School of Computer Science and Engineer-
ing, Southeast University. He is the author or
coauthor of more than 300 articles in premier net-
work journals and conferences with more than
23,000 citations (H-Index 70). His research inter-
ests include wireless networks, networked sens-
ing systems, cyber-physical systems, real-time
embedded systems, and distributed systems. He
is a fellow of the ACM. He has served as the few
general/program chair positions for international

conferences and on many program committees and also has been an
editorial board member for six international journals, including the ACM
Transactions on Sensor Networks, the IEEE Transactions on Com-
puters, and the IEEE/ACM Transactions on Networking.

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/csdl.

DAI ET AL.: ROSE: ROBUSTLY SAFE CHARGING FORWIRELESS POWER TRANSFER 2197

Authorized licensed use limited to: Nanjing University. Downloaded on May 07,2022 at 00:41:10 UTC from IEEE Xplore.  Restrictions apply. 

www.powercastco.com
www.powercastco.com


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


