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Abstract—The emerging paradigmof Network Function Virtualization (NFV) promises to shorten the renewal cycles of network functions

and reduce the capital expenses by flexibly deploying virtualized network functions (VNFs) implementation on commodity servers. However,

the required resource of each type (CPU,memory, etc.) for the running VNF should be provisioned to guarantee the performancewhen

processing packets. This comeswith different deployment cost, especially in a heterogeneous cloud consisting of a large number of network

function platforms from various vendors. To optimally operate VNFs, it is necessary for the network operator to dynamically deploy VNFs in

the expensive cloud infrastructures. In this article, we initiate the studyofminimizing the deployment cost under multi-resource constraints in

a heterogeneous cloud.We formulatemulti-resource VNFdeployment problem (MVDP) asanoptimization programand prove its hardness.

We propose an offline ð1; dþ 1Þ-bicriteria approximation algorithmand an ðOð1Þ;Oðn � lognÞÞ-competitive online algorithm to deploy VNFs

in a scalablemanner, where d is the number of resource types and n is the number of requiredVNFs. Large-scale simulations andDPDK-

basedOpenNetVM implementation show that our algorithms can reduce the overall cost by 34% and improve the performance in terms of

multi-resource allocation.

Index Terms—Network function virtualization, heterogeneous cloud, approximation algorithm

Ç

1 INTRODUCTION

MASSIVE expensive and dedicated hardwaremiddleboxes
such as firewalls, intrusion detection systems (IDSs),

deep packet inspection (DPI) and WAN optimization are
deployed in a cloud to provide various network functions,
which can perform a set of specific security policies [1] and
improve performance. The emerging paradigm of Network
Function Virtualization (NFV) [2], [3] makes it possible to
flexibly deploy virtualized network functions (VNFs) imple-
mentation on general-purpose commodity servers. NFV can
accelerate network innovation for the network operators by
shortening the renewal cycles, reducing capital expenses
and saving energy [4]. Meanwhile, hardware acceleration
techniques such as Intel DPDK [5] and SR-IOV [6] enable
high-performance VNFs to process packets at line rate [7].

The current cloud computing infrastructure fromAmazon,
Google and Rackspace typically includes a heterogeneous col-
lection of platforms [8] and provides a wide range of network
services. To optimally operate a NFV-based heterogeneous
cloud platform, an operator requires dynamically deploying

various VNF instances on virtual machines or docker-based
containers [9] on one physical network function platforms
with limited resource capacities (CPU, memory, etc). How-
ever, the different VNF instances consume diverse types of
resources when processing packets. For example, intrusion
detection systems and deep packet inspection both bottleneck
on CPU, while software implementation of virtual routers
bottleneck on memory [10]. This also comes with amount of
deployment cost, leading to unfavorable capital expenses.

Existing offline [11], [12], [13] and online [14], [15] deploy-
ment approaches only consider single resource consumption
and do not respect the diversity of multiple resource con-
sumptions for each type of VNFs, leading to unstable packet
processing performance [16]. NFVnice [17] and ResQ [18]
report that a VNF may become bottleneck even though only
one of its available resources is limited, where the packets
will be dropped and the performance could be significantly
degraded. Usually these dropped packets have already been
processed by the upstream VNF of a service chain and this
undoubtedly results in wasted work. Furthermore, the proc-
essing capacity of multiple resources in the expensive cloud
infrastructure cannot be fully utilized. In addition, the previ-
ous work assumes that the provisioning cost is a constant
even if an identical VNF is deployed onto different network
function platforms, which cannot be established especially
in a heterogeneous cloud consisting of a large number of
platforms from various vendors. Say an example in Amazon
EC2 cloud platform [19], the deployment cost ranges from
$10 to $40, depending on the network platformwith different
physical resources.

In this paper, we study a general problem of minimizing
deployment cost with multi-resource constraints in a het-
erogeneous cloud. Given the VNFs for each arrived flow
and their required resource vector, we aim to determine an
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optimal deployment with the objective of minimizing the
overall cost such that each type of consumed resource cannot
beyond its capacity, where the overall cost refers to the provi-
sioning cost for the required resource and operational cost.
Our problem is fundamentally different from previous work
as the heterogeneous cloud model generalizes the VNF
deployment problem andmakes the optimization essentially
harder. Furthermore, we allow the operator to navigate a
broader design space, where one may flexibly make decision
by steering resource consumption of each type.

We make three novel contributions in this paper. First,
we propose a general optimization framework for the
multi-resource VNF deployment problem (MVDP) in a het-
erogeneous cloud. Generally speaking, the optimization
program aims to determine VNF deployment during each
epoch, where the required VNFs for each arrived flow are
given, such that the total deployment cost is minimized and
the resource capacity of each type cannot be overbooked.

Our second contribution is an offline and online algo-
rithm to solve MVDP. We prove that MVDP is NP-hard,
and thus focus on designing approximation algorithms. We
first propose a ð1; dþ 1Þ-bicriteria approximation algorithm
and prove that it yields a near optimal solution and the
resource capacity constraints can be violated by a factor of
d, where d is the number of resource types. Despite the near
optimal performance offered, this offline algorithm cannot
be applied to the case that the order of flow requests is
unknown. We further propose an ðOð1Þ;Oðn � lognÞÞ-com-
petitive online algorithm and prove that it produces a solu-
tion bounded by a constant and the resource capacity
constraints are violated by a factor of Oðn � lognÞ, where n is
the number of required VNFs for the arrived flows.

Our third contribution is a comprehensive performance
evaluation of our algorithms. Large-scale simulations using
synthetic network topologies show that our algorithms can
reduce the total deployment cost by 34%. Meanwhile, our
algorithms run faster compared to state of the art and can
achieve near optimal. We also develop a prototype on the
DPDK-based OpenNetVM platform [20]. Experimental
results show that our solution can improve the performance
in terms of multi-resource allocation.

2 RELATED WORK

Webriefly reviewprior art on the VNFs deployment problem.
VNF-P [21] proposes a hybridVNFdeploymentmodel to allo-
cate physical resources, i.e., network services can be provided
by a mixture of traditional dedicated hardware and VNFs. As
for the fully virtualized environment, Addis et al. [22] formu-
late the VNFdeployment problemas an integer programming
and solve the solution using standard solver. Ghaznavi et al.
[14] present amodel tominimize the operational cost and pro-
vide elastic services. Furthermore, Cohen et al. [11] develop an
approximation algorithm to minimize the distance cost
between the clients and VNFs such that the capacity con-
straint of single resource should be satisfied. Feng et al. [13]
jointly optimize the VNF deployment and routing selection to
reduce the resource consumption. To respect the order among
different VNFs, Ma et al. [23] design a heuristic algorithm to
deploy interdependent VNFs, where the relations among
these VNFs can be captured by a partially- or totally-ordered

set. Instead of that one VNF processes all of the flows, Sang
et al. [12] admit that one VNF can process a fraction of one
flow while the others can process the rest, whose objective is
minimizing the number of running VNF instances. Zhang
et al. [15] develop an online learning-assisted algorithm to
deploy VNFs in the cloud for cost minimization. NFVnice [17]
andNFP [24] deploy the VNFs of a service chain onto one net-
work function platform with multiple CPU cores. RABA [25]
and REINFORCE [26] study the VNF failover mechanisms.
You et al. [27] propose fair queueing algorithm to provide QoS
guarantees for VNFs.

The work above only focuses on single resource con-
straint, leading to unstable packet processing performance
[16]. Multi-resource generalized assignment problem is first
introduced in [28]. However, its naive heuristic algorithm
cannot provide provable guarantee. Guo et al. [29] develop a
set of algorithms for vector packing constraints, while their
model cannot be used to solve our problem. Our work is
complementary to previous work. The novelty lies in a gen-
eral optimization framework and provably algorithms of
considering multi-resource constraints and various deploy-
ment cost that can well capture the heterogeneous cloud
model. In addition, we provide in-depth theoretical analysis
both in offline and online manner, which to our knowledge
has not been done before.

3 AN OPTIMIZATION FRAMEWORK

In this section, we introduce our optimization framework
for multi-resource VNF deployment problem.

3.1 A Heterogeneous Cloud Model

Before formulating the problem, we first present our hetero-
geneous cloud model. Our model captures the rack-based
VNF deployment in data centers [30]. We deploy the VNFs
onto the heterogeneous network platforms belonging to one
data center. Our model can be captured by a tuple ðM;F Þ,
whereM is the set of network function platforms (locations)
and F represents the set of network flows. It should be
noted that a flow in our model is actually an aggregate of all
flows between the same source destination pair. Each flow
should pass through a set of VNFs to perform a specific
function. The required VNFs set for each flow are known
and which VNF should be deployed onto which network
function platform needs to be determined. Without loss of
generality, we assume each type of resources (CPU, mem-
ory, bandwidth, etc.) at network function platform i has
capacity constraint as the following equation.

RiRi ¼ r1; r2; . . . ; rk; . . . ; rd
� �

; (1)

Where RiRi is the resource capacity vector consisting of all
types of resources and d is the number of resource types.
The resource consumption during epoch t at each network
function platform should be provisioned to guarantee the
performance of the running VNFs. We use rkf;i;jðtÞ to repre-
sent the resource consumption during epoch t if the
required VNF j for flow f is deployed onto the network
function platform i. Accordingly, we denote the provision-
ing cost cf;i;jðtÞ as the deployment cost during epoch t. To
highlight our novelty and simplify the model, we only focus
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on multi-resource constraints. This does not lose generality
of the model and is complementary to previous work. For
convenience, we summarize important notations in Table 1.

3.2 Problem Formulation

Based on the network model and problem definition above,
we formulate MVDP, i.e., multi-resource VNF deployment
problem, as an integer linear program (2). We seek to deter-
mine an optimal VNF deployment that minimizes the over-
all cost under multi-resource constraints. At the beginning,
we discuss the meaning of the constraints one by one in
detail.The capacity of each resource must be respected.

. . . ;
X
f2F

X
j2VNFf

rkf;i;jðtÞ � xf;i;jðtÞ; . . .
0@ 1A � RiRi;

8i 2 M;8t 2 T; k 2 f1; 2; . . . ; dg;
(2a)

The LHS of constraint (2a) characterizes that the total
consumed resource of each type at network function plat-
form i should be less than or equal to the resource capacity
vector RiRi, where the definition of vector RiRi is shown in
equation (1) and the index k indicates the resource type. The
VNF especially for the stateful VNF like IDS and DPI not
only requires the CPU resource, but also consumes memory
and other resources [31], [32]. Multi-resource constraints are
a natural and necessary extension.

A VNF Must be Assigned to One Network Function Platform,
Not Split.X

i2M
xf;i;jðtÞ ¼ 1; 8f 2 F; j 2 VNFf; 8t 2 T; (2b)

Constraint (2b) captures a fact that one VNF can only be
deployed onto one network function platform. That is to
say, we cannot split one VNF into different parts.

The solution uses 1 to indicate a match in the mapping (0 oth-
erwise).

xf;i;jðtÞ 2 f0; 1g;
8f 2 F; i 2 M; j 2 VNFf; 8t 2 T:

(2c)

The zero-one integer variable xf;i;jðtÞ equals one when
the required VNF j for flow f is deployed onto network

function platform i during epoch t, and equals zero oth-
erwise. This optimization variable determines that which
VNF should be deployed onto which network function
platform.

Combining the constraints (2a), (2b) and (2c), the formu-
lation of multi-resource VNF deployment problem is shown
in (2). The objective aims to minimize the total provisioning
cost and the optimization variables xf;i;j determine the
deployment policy.

minimize
X
f2F

X
i2M

X
j2VNFf

cf;i;jðtÞ � xf;i;jðtÞ ð2Þ

subject to ð2aÞ; ð2bÞ; ð2cÞ:

3.3 Hardness Analysis

We establish the hardness of MVDP below.

Theorem 1. MVDP is NP-hard.

Here we only give an intuition. Given a special case of
MVDP where the resource type d is equal to one, we can
construct a polynomial reduction from the classic general-
ized assignment problem (GAP) [33] to it. The work in [33]
presents a (1,2)-bicriteria approximation algorithm. Essen-
tially, MVDP is a harder variant of GAP. We extend the
model of GAP and provide in-depth theoretical analysis
both in offline and online manner.

4 AN OFFLINE APPROXIMATION ALGORITHM

Given the VNFs deployment problem formulated as (2), we
seek to solve this problem through a LP rounding technique.
Our offline algorithm is not just a simple extension from [11].
The LP-rounding techniques such as classic deterministic
rounding or randomized rounding cannot directly be applied
into our problem with multi-resource constraints. Specifi-
cally, we novelly introduce an average function to comprehen-
sively capture the multiple resource consumption for each
VNF and sort the VNFs according to the results of this aver-
age function to affiliate the rounding procedure, which to our
knowledge has not been done before.

We first transform it to a relaxed LP and obtain a fractional
solution. Based on a constructed bipartite graph, we round it
to an integer solution by minimum weight matching algo-
rtihm. Note that our rounding procedure may violate the
constraint (2a) bounded by ðdþ 1Þrk while still ensuring the
optimal property, which will be discussed in Theorem 3. The
complete algorithm is shown in Algorithm 1, which works
as the following four steps.

Step 1. Transforming to a Simplified Relaxed LP. In the off-
line setting, the required VNFs for all the flows are known
as a prior and we can remove the index t in program (2) to
simplify the formulation. Furthermore, the constraint (2b)
and (2c) can be replaced by the constraint (3b) and (3c).
Note that the LHS in constraint (3b) cannot be larger than
one as this has been implied by the objective function.

Offline LP (MVDP-Primal):

minimize
X
f2F

X
i2M

X
j2VNFf

cf;i;j � xf;i;j (3)

TABLE 1
Key Notations in This Paper

Input F The set of flows f

M The set of network function platforms i
VNFf The set of required VNFs for flow f
rkf;i;jðtÞ The resource consumption during epoch t if the

required VNF j for flow f is deployed onto the
network function platform i

RiRi The resource capacity vector at network platform i
rk The kth component of resource capacity vector RR
d The number of resource types

cf;i;jðtÞ The provisioning cost during epoch t if the
required VNF j for flow f is deployed onto the
network function platform i

Output xf;i;jðtÞ The zero-one integer variables that indicate that
whether the required VNF j for flow f is
deployed onto network function platform i
during epoch t
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subject to . . . ;
X
f2F

X
j2VNFf

rkf;i;jxf;i;j; . . .

0@ 1A � RiRi; 8i; k;

(3a)X
i2M

xf;i;j � 1; 8f; j; (3b)

xf;i;j � 0; 8f; i; j: (3c)

In this way, the integer program (2) can be relaxed to the
linear program (3). We are able to obtain a fractional solu-
tion f~xf;i;jg in polynomial time by standard solver, before
we round it to a feasible integer solution.

Step 2. Constructing Slots and the Bipartite Graph. The frac-
tional solution f~xf;i;jg indicates that we assign in totalPn

j¼1 ~xf;i;j VNFs on machine i. Accordingly, we allocate ti
“slots” for machine i to be assigned VNFs, where there is at
most one VNF assigned on each slot, then

ti ¼
�X
f2F

X
j2VNFf

~xf;i;j

�
(4)

Now we can model the restriction by constructing a
bipartite graph B ¼ ðJ; S; EÞ, where J denotes the set of
VNF nodes (j ¼ f1; 2; . . . ; ng), and S denotes the set of
machine slots.

S ¼ ði; sÞ : i ¼ 1; . . . ;m; s ¼ 1; . . . ; tif g
As for the edge set E, we are going to explain how to add
edges to the bipartite graph in Step 3.

Step 3. Fractional Bin Packing. Consider the slot nodes
ði; sÞ as bins of capacity one, where s ¼ 1; 2; . . . ; ti, and the
fractional solution ~xf;i;j as sizes of pieces of items to be
packed in these bins, where j ¼ 1; 2; . . . ; n. We first sort the
fractional solution f~xf;i;jg, according to a pre-defined
“average function” ai;j in descending order, where

ai;j ¼
Xd
k¼1

rkf;i;j
rk

The average function ai;j we introduced can be viewed as
a comprehensive description of resources usage. After we
sort ~xf;i;j, we assume without loss of generality that (for
each machine i) the inequation (5) hold.

ai;15ai;25 � � �5ai;n: (5)

Next the bin-packing procedure begins. We can place the
pieces in the bin from slot ði; 1Þ to slot ði; tiÞ. The pieces with
larger ai;j values is always packed in the bin first. (Accord-
ing to inequation (5), the order will be ~xf;i;1; ~xf;i;2; . . . ; ~xf;i;n.
Note that if there is only capacity z remaining in the bin
(where ~xf;i;j > z), then we pack z of this piece j (of size
~xf;i;j) into slot ði; sÞ, and pack the remaining ~xf;i;j � z in the
next slot ði; sþ 1Þ. In this way, the slots of machine i can
never run out because we can easily infer that ti5

Pn
j¼1 ~xf;i;j

from equation (4). Once we pack a positive fraction of job j
in slot ði; sÞ, we add an edge between j and ði; sÞ, and set
~yj;ði;sÞ equal to that fraction at the same time; all other com-
ponents of ~y are set to 0.

Step 4. Rounding.When the bin-packing procedure is done,
we obtain a fractional complete matching f~yj;ði;sÞg between
VNFs j ¼ 1; . . . ; n and slots S ¼ fði; sÞ : i ¼ 1; . . . ;m; s ¼
1; . . . ; tigwhich satisfies the following constraints.X

8ði;sÞ2S
~yj;ði;sÞ ¼ 1; 8j 2 J

Xn
j¼1

~yj;ði;sÞ41; 8ði; sÞ 2 S

0 4 ~yj;ði;sÞ41: 8j 2 J; 8ði; sÞ 2 S:

Obviously, for each edge e 2 E, which connects j and ði; sÞ,
it has a weight of ci;j. Now the problem is transformed to
determining a minimumweight matching fyj;ði;sÞg between J
and S, where

yj;ði;sÞ 2 f0; 1g:

We use Kuhn-Munkres algorithm [34] to complete the
matching procedure. We can allocate j on machine i if and
only if yj;ði;sÞ is equal to one. Eventually we obtain the opti-
mal integer solution xi;j. The complete algorithm is shown
in Algorithm 1.

We provide a toy example here as an illustration of our
bin-packing and LP rounding procedure defined in Step 2 to
Step 4. We consider allocating two jobs j1 and j2 onto two
machines i1 and i2. At Step 2, as shown in Fig 1a, suppose
that we solve a relaxed LP and obtain the fractional solution
ð~x1;1; ~x1;2Þ ¼ ð34 ; 34Þ and ð~x2;1; ~x2;2Þ ¼ ð23 ; 13Þ, we first construct
the number of slots according to equation (4), thus we have
t1 ¼ d34 þ 2

3e ¼ 2 and t2 ¼ d14 þ 1
3e ¼ 1, and we construct 2 slots

for i1 and 1 slot for i2 respectively. At Step 3, as shown in
Fig. 1b, we conduct a bin-packing procedure where each
fractional solution is packed into a slot (with capacity 1) in an
order according to our newly defined average function ai;j.
Here we suppose a1;1 > a1;2 and a2;1 > a2;2 for illustration,
so j1 is first packed into i1 while j2 is first packed into i2.
Note that if the remaining capacity is not enough for accom-
modating the next element, we cut the next element into two
pieces to first fill up the previous slot and then pack the
remaining one to the next slot. (For example, in Fig 1b, the
fractional solution ~x2;1 ¼ 2=3 is divided into 1

4 and 5
12 and

packed into two different slots respectively.) Each time we
packing part of the fractional solution into a slot, we add an
edge between the jobs and the corresponding slot with an
edge weight of the allocation cost ci;j. Finally, we can get a
bipartite graph between each VNF instance and slot. At Step
4, after we obtain the weighted bipartite graph as shown in
Fig. 1c, we use Kunh-Munkres algorithm to obtain a mini-
mum weight complete matching in this bipartite graph, that
is, each VNF instance is mapped to a certain slot. Finally we

Fig. 1. An illustration of rounding the fractional solution to an integer
solution.
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map each VNF instance to the machine i where the slot is
located to and get our integer solution for the problem.

Now we analyze the time complexity of Algorithm 1.

Algorithm 1. A Bicriteria Approximation Algorithm

Input: The set of network function platforms M; the set of
flows F and the set of required VNFs VNFf for each
flow f ; the number of resource types d; the capacity rk

of kth resource.
Output: The integer solution fxf;i;jg
1 Obtain an optimal fractional solution ~xf;i;j to the relaxed LP
of (3)

2 for 8 i 2 M do
3 Calculate the number of slots ti for machine i
4 Build a bipartite graph G ¼ ðJ; S; EÞ, where J denotes the
set of VNFs and S denotes the set of slots

5 Initialize E ¼ ?

6 for 8 f 2 F do
7 for 8 j 2 VNFf do
8 Sort the VNFs according to ai;j in descending order
9 Let j0 denote the index of sorted VNFs
10 Let z ¼ 1 denote the capacity of slots
11 Let s ¼ 1 denote the index of slots on machine i
12 Initialize ~yj;ði;sÞ ¼ 0 to denote the allocation results
13 for 8 j0 2 VNFf do
14 if ~xf;i;j4z then
15 Add an edge from j0 to ði; sÞweighted ci;j
16 ~yj;ði;sÞ ¼ ~xf;i;j

17 z ¼ z� ~xf;i;j

18 if ~xf;i;j > z then
19 Add an edge from j0 to ði; sÞweighted ci;j
20 ~yj;ði;sÞ ¼ z
21 s ¼ sþ 1
22 Add an edge from j0 to ði; sÞweighted ci;j
23 ~yj;ði;sÞ ¼ ~xf;i;j � z
24 z ¼ 1� ~yj;ði;sÞ
25 Find a minimum weight matching yj;ði;sÞ in bipartite graph

G ¼ ðJ; S; EÞ
26 if yj;ði;sÞ ¼ 1 then
27 xf;i;j ¼ 1

Theorem 2. The time complexity of Algorithm 1 is Oðm3:5n3:5k2Þ,
where m, n, and k denote the number of machines, the number
of VNFs and the number of resource types respectively.

Proof. Algorithm 1 consists of the following four steps. In
Step 1, we solve a simplified linear program where we
have m � n variables and k constraints. The time complex-
ity isOððm � nÞ3:5 � k2Þ [35].

In Step 2, we first calculate the number of slots for each
machine and then construct a bipartite graph between n
VNFs and m machines. For each machine i, we calculate
the summation of exf;i;j. Therefore, the time complexity in
this step is

T2 ¼ Oðm � nÞ:

In Step 3, we execute a fractional bin-packing proce-
dure. On each machine i, we calculate the average func-
tions ai;j before sorting and packing the exf;i;js into the
slots. We utilize quick sort with Oðn � lognÞ in this step.
The total time complexity in this step is

T3 ¼ m � ðOðn � kÞ þ Oðn � lognÞ þ OðnÞÞ4Oðmnkþmn lognÞ:

In Step 4, we implement Kuhn-Munkres algorithm [34]
to find a minimum weight matching between VNFs and
slots. The number of VNFs is m and the total number of
slots is no more than m � n. Therefore, utilizing the stack
techniques when updating ’ðjÞ and ’ði; sÞ, the total time
complexity is T44Oðm2n3Þ. Therefore, the total time
complexity of Algorithm 1 is bounded by

T ¼ T1 þ T2 þ T3 þ T44Oðm3:5n3:5k2Þ;
where m, n, and k denote the number of machines, the
number of VNFs and the number of resource types
respectively. tu
Now we begin to analyze the performance of our

algorithm.

Theorem 3. Algorithm 1 is a ð1; dþ 1Þ-bicriteria approximation
algorithm, which outputs an integer solution fxf;i;jg that satis-
fies the following two conditions:

ðR1Þ :
X
i2M

X
f2F

X
j2VNFf

cf;i;j � xf;i;j4
X
i2M

X
f2F

X
j2VNFf

cf;i;j � ~xf;i;j

ðR2Þ :
X
f2F

X
j2VNFf

rkf;i;jxf;i;j4ðdþ 1Þrk: 8i 2 M; 8k 2 ½1; d�

where f~xf;i;jg is the fractional solution of the relaxed LP of
program (3).

Proof. We first prove the formula (R1). From the definition
of yj;ði;sÞ and ~yj;ði;sÞ in our algorithm, we obtainX

i2M

X
f2F

X
j2VNFf

cf;i;j � xf;i;j ¼
X
f2F

X
j2VNFf

X
ði;sÞ2S

cf;i;j � yj;ði;sÞX
i2M

X
f2F

X
j2VNFf

cf;i;j � ~xf;i;j ¼
X
f2F

X
j2VNFf

X
ði;sÞ2S

cf;i;j � ~yj;ði;sÞ

Based on the two equations above,we only need to proveX
f2F

X
j2VNFf

X
ði;sÞ2S

cf;i;jyj;ði;sÞ4
X
f2F

X
j2VNFf

X
ði;sÞ2S

cf;i;j~yj;ði;sÞ (6)

We are ready to show that the equation (6) can be estab-
lished from the Kuhn-Munkres algorithm we used to
determine the minimum weight matching. While imple-
menting Kuhn-Munkres algorithm, we define potential1

for each node in the bipartite graph and we use ’ðjÞ and
’ði; sÞ to represent such potential for each pair of nodes in
vertex set J and S, where

’ðjÞ þ ’ði; sÞ4cf;i;j:

Besides, we introduce tight edges to denote the edges
that only contains the edges hj; ði; sÞi and satisfies the
inequation ’ðjÞ þ ’ði; sÞ ¼ ci;j. Next we change the
value of ’ðjÞ and ’ði; sÞ repeatedly until we determine
a complete matching among the set of tight edges. We
can observe that for each complete matching yj;ði;sÞ,

1. A detailed explanation of Kuhn-Munkres algorithm can be found
in [34].
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X
f2F

X
j2VNFf

X
ði;sÞ2S

cf;i;j � yj;ði;sÞ ¼
X

j2J;ði;sÞ2S
’ðjÞ þ ’ði; sÞ

And for arbitrary fractional matching ~yj;ði;sÞ,X
f2F

X
j2VNFf

X
ði;sÞ2S

cf;i;j � ~yj;ði;sÞ5
X

j2J;ði;sÞ2S
’ðjÞ þ ’ði; sÞ

Hence, the equation (6) can be established, which con-
cludes the proof that the condition (R1) holds.

In order to prove the condition (R2), we define
rkmaxði; sÞ as the maximum resource requirement on slot
ði; sÞ, and j0ði; sÞ as the corresponding j when rki;j reaches
themaximum. Accordingly, we get

X
f2F

XjVNFf j
j¼1

~xf;i;jr
k
f;i;j4

Xti
s¼1

rkmaxði; sÞ

¼ rkmaxði; 1Þ þ
Xti
s¼2

rkmaxði; sÞ;
(7)

We divide the sum of rkmaxði; sÞ in equation (7) into two
parts. Obviously, the inequation rkmaxði; 1Þ4rk in the first
part holds and we only need to prove the inequation in
the second part.

Xti
s¼2

rkmaxði; sÞ4d � rk: (8)

Consider rkf;i;j > 0; 8i; j; k, we have

rkmaxði; sÞ ¼ rk � r
k
maxði; sÞ

rk
¼ rk � r

k
i;j0

rk

4 rk �
Xk
t¼1

rki;j0
rk

¼ rkai;j0ði;sÞ:

We can conclude that the equation
P

j ~yj;ði;sÞ ¼ 1 holds,
where s ¼ 1; 2; . . . ; ti � 1. Since we only start the next bin
when we have completely filled the previous one, we can
view the equation

P
j r

k
i;j~yj;ði;sÞ ¼ 1 as a weighted average

of the relevant rki;j values. According to our sorting results
from equation (5) and the bin-packing rules in Step 3, we
get ai;j0ði;sÞ4

Pn
j¼1 ai;j~yj;ði;sÞ

Accordingly, we have

Xti
s¼2

rkmaxði; sÞ4rk
Xti
s¼2

ai;j0ði;sÞ4rk
Xti
s¼2

X
f2F

XjVNFf j
j¼1

ai;j~yj;ði;s�1Þ

¼ rk
Xti�1

s¼1

X
f2F

XjVNFf j
j¼1

ai;j~yj;ði;sÞ4rk
Xti
s¼1

X
f2F

XjVNFf j
j¼1

ai;j~yj;ði;sÞ:

Since the equation ~xf;i;j ¼
P

s ~yj;ði;sÞ can be established, by
interchanging the order of summations, we can obtainPti

s¼2 r
k
maxði; sÞ4rk

P
f2F
PjVNFf j

j¼1 ai;j~xf;i;j. According to

the constraints (2a), we can sum up the terms from k ¼ 1

to d,
PjVNFf j

j¼1 ai;j~xf;i;j4d. Accordingly, we obtain
Pti

s¼2

rkmaxði; sÞ4d � rk, which implies that inequation (8) holds

and concludes the proof. tu

5 AN ONLINE ALGORITHM

In this section, we design an online algorithm to deploy the
required VNFs for each arrived flow. In our online MVDP
problem, the flows enter the network unpredictably. Accord-
ingly, the deployment decision (i.e., which VNF needs to be
deployed onto which network platform) has to be made in
an online manner. Based on the primal-dual paradigm [36]
andweight update approach [37], we design our online VNF
deployment algorithm. Furthermore, we analyze the lower
bound and the competitive ratio.

We first formulate the dual of primal program (3). For
each required VNF of the flow f , we introduce dual varia-
bles zf;j and for each type of resource k on the network plat-
form i, we introduce dual variables yki .

Offline LP (MVDP-Dual):

maximize
X
f2F

X
j2VNFf

zf;j �
X
i2M

Xd
k¼1

rk � yki (9)

subject to zf;j � cf;i;j þ
Xd
k¼1

yki � rkf;i;j

8f 2 F; i 2 M; j 2 VNFf;

(9a)

yki � 0; 8i; 8k 2 f1; 2; . . . ; dg; (9b)

zf;j � 0; 8f 2 F; j 2 VNFf: (9c)

In the dual formulation, the variables yki capture the
shadow prices for different resources. Specifically, the term
yki � rkf;i;j in constraint (9a) indicates the weighted price for
the kth resources. And the RHS of constraint (9a) represents
the revenues for different VNF deployment. The objective
aims to maximize the profit, i.e., the difference between the
revenues of the utilized resources and their cost.

The complete online algorithm is shown inAlgorithm 2.We
first initialize all variables (line 1). The parameter a is selected
so that the initial value of yki is bounded (lines 2-5). For each
VNF j of the arrived flow f , we determine the network plat-
form i� with the maximum profit in program (9) (lines 8-9).
Once the network platform i� is determined, we update the
dual variables zf;j and yki respectively (lines 10-11). This process
essentially tries to maximize the profit over the time horizon.

Before analyzing the performance of our online algorithm,
we briefly discuss the competitive ratio for multi-resource
VNF deployment problem defined in Section 3. LetOPT and
C denote the deployment cost obtained from offline optimal
solution and an online solution respectively. Our objective
aims tominimize the total cost and thus the competitive ratio
a ¼ C

OPT � 1. We advocate to design an online algorithmwith
the competitive ratio a close to one. Furthermore, the con-
sumption for each type of resource k can be less than or equal
to b � rk, where rk is the resource capacity.

Theorem 4. If there exists a ða;bÞ-competitive online algorithm
for MVDP (a is a positive constant), we can conclude that
b ¼ Vðn lognÞ.
This indicates that if an online algorithm for MVDP has a

constant competitive ratio, the logarithmic violation is inevi-
table. This bound is asymptotically achieved by Algorithm 2,
which will be discussed soon in Theorem 5. We first show
the dual feasibility to facilitate our competitive analysis.
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Algorithm 2. Online Algorithm for MVDP

Input: The set of network function platforms M; the set of
required VNFs VNFf for each arrived flow f ; the number of
resource types d; the capacity rk of kth resource.
Output: The integer solution fxf;i;jg
1 Initialize xf;i;j ¼ 0, zf;j ¼ 0
2 cþf;i;j ¼ max cf;i;jj8f; i 2 M; j 2 VNFf

� �
3 c�f;i;j ¼ min cf;i;jj8f; i 2 M; j 2 VNFf

� �
4 rþ ¼ max rkf;i;j

��8f; i; j;8k 2 f1; 2; . . . ; dg
n o

5 yki ¼
a�cþ

f;i;j

n , where a � c�
f;i;j

cþ
f;i;j

� d
rþ

6 for each arrival of flow f do
7 for each j 2 VNFf do

8 i� ¼ argmini cf;i;j þ
P

k y
k
i � rkf;i;j

n o
9 xf;i� ;j ¼ 1
10 zf;j ¼ cf;i�;j þ

P
k y

k
i� � rkf;i� ;j

11 yki� ¼ yki� � e

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ4

rk
f;i� ;j
rk

q
�1

2 , where e is Euler’s Number.

Lemma 1. The dual variables update in Algorithm 2 (lines 10-
11) can preserve the feasibility of constraints in program (9).

Proof. The variables zf;j and yki are initially nonnegative and
the dual feasibility can be satisfied at the beginning. We
only need to prove that the variables update procedure in
Algorithm 2 canmaintain the dual feasibility. For variables
yki , the update (line 11) can only increase their values. And
for variables zf;j, the network platform i� is selected with
minimum value (line 8) such that the constraint (9a) can be
established (line 10). Further updates of yki only makes the
RHS in constraint (9a) larger, always preserving the feasi-
bility in this constraint. Hence, the constraints (9a), (9b)
and (9c) can be always satisfied in program (9). tu
Based on the analysis above, we have the following

theorem.

Theorem 5. Algorithm 2 is ðOð1Þ;Oðn � lognÞÞ-competitive,
where n is the number of required VNFs for the arrived flows.

Proof. We first prove that Algorithm 2 can produce a solu-
tion with cost bounded by a constant 1

1�a �OPT . During
each iteration in the algorithm, the dual feasibility is
ensured by Lemma 1 and the variation of objective value
can be derived by the inequation below.

Ddual ¼
X
f

X
j

Dzf;j �
X
i�

X
k

rk � Dyki�

¼ cf;i�;j þ
X
i�

X
k

yki�r
k
f;i�;j

�
X
i�

X
k

rk yki�e

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ4

rk
f;i� ;j
rk

q
�1

2 � yki�

0B@
1CA

� cf;i�;j þ
X
i�

X
k

yki�r
k
f;i�;j�

X
i�

X
k

rk yki�
rkf;i�;j
rk

þ 1

 !
� yki�

" #
¼ cf;i�;j;

Hence, the deployment cost obtained from Algorithm 2 isP
f2F

P
j2VNFf

cf;i�;j. Further, due to the weak duality the-
orem [38], the objective value of program (9) can provide
a lower bound for OPT , i.e.,X

f2F

X
j2VNFf

cf;i�;j �
X
f2F

X
j2VNFf

a � cþf;i�;j � OPT

Accordingly, the competitive ratio can be derived as the
following.P

f2F
P

j2VNFf
cf;i�;j

OPT

�
P

f2F
P

j2VNFf
cf;i�;jP

f2F
P

j2VNFf
cf;i�;j �

P
f2F

P
j2VNFf

a � cþf;i�;j

�
P

f2F
P

j2VNFf
cf;i�;jP

f2F
P

j2VNFf
cf;i�;j � a

P
f2F

P
j2VNFf

cf;i�;j

¼ 1

1� a
:

Nowwe begin to prove that the constraint (2a) is violated
by a factor of Oðn � log n

aÞ. We can obtain the lower bound
of variables yki by applying the inequation

ffiffiffiffiffiffiffiffi
1þ4x

p �1
2 � x

2
and the definition of variable a in Algorithm 2. The
inequation

ffiffiffiffiffiffiffiffi
1þ4x

p �1
2 � x

2 can be established if and only if
x 2 ½0; 4�. Note that the inequation rkf;i;j � rk is reasonable
as the resource consumption for one specific flow is
always less than the resource capacity in practice, which

indicates the ratio
rk
f;i;j

rk
2 ½0; 1� 	 ½0; 4�.

yki ¼
a � cþf;i;j

n
� e
P

f2F
P

j2VNFf

ffiffiffiffiffiffiffiffiffiffiffiffi
1þ4

rk
f;i;j

rk

q
�1

2

� a � cþf;i;j
n

� e
P

f2F
P

j2VNFf

1
2�
rk
f;i;j

rk :

(10)

Before analyzing the upper bound of variables yk, we
first introduce the definition of maximum utilization l�k
for resource type k.

l�k ¼ max
rkf;i;j
rk

����8f 2 F; i 2 M; j 2 VNFf

( )

We obtain the upper bound of variables yki by applying

the inequation e
ffiffiffiffiffiffiffi
1þ4x

p �1
2 � xþ 1,

yki ¼
a � cþf;i;j

n
� e
P

f2F
P

j2VNFf

ffiffiffiffiffiffiffiffiffiffiffiffi
1þ4

rk
f;i;j

rk

q
�1

2

� c�f;i;j
cþf;i;j

� d

rþ
� c

þ
f;i;j

n
� e
P

f2F
P

j2VNFf
ð1þl�

k
Þ

� c�f;i;j
rþ

� d
n
� ð1þ l�kÞn:

Since the number of resource types d is always less than

that of required VNFs n for each flow, i.e., dn � 1, we have

yki �
c�f;i;j
rþ

� ð1þ l�kÞn: (11)
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Combining inequation (10) and (11), we can obtain that

the resource utilization can be captured by the following
inequation.

X
f2F

X
j2VNFf

rkf;i;j
rk

� 2n � lnn
a
� c

�
f;i;jð1þ l�kÞ
cþf;i;j � rþ

(12)

We conclude our proof by omitting the constant coeffi-

cient in inequation (12). tu

6 EXPERIMENTAL EVALUATION

We evaluate our scheduling algorithm using both prototype
implementation and large-scale simulation.

Benchmark Schemes. We compare the following schemes
with our algorithm.

� MVDP-Offline. Our offline approximation algorithm
for MVDP in Algorithm 1.

� MVDP-Online. Our online algorithm for MVDP in
Algorithm 2.

� Greedy. The heuristic algorithm proposed in [28].
� OPT. The optimal solution of the offline MVDP inte-

ger program (2) obtained using branch and bound.
To perform an “apples to apples” comparison with
MVDP-Offline, we enlarge the resource capacity to d �
RiRi in constraint (3a).

The trace used in our evaluation is generated from [39].
We use heterogeneous VNFs with different processing com-
plexity [17] and ensure that each flow can traverse a pre-
defined VNFs. The length of VNF chains varies from 2 to 10.
Each data point is an average of at least 30 runs.

6.1 Implementation and Testbed Emulations

Implementation. We develop a prototype of our algorithms
on the DPDK-based OpenNetVM platform [20], where the
polling mechanism is used in RX and TX threads for receiv-
ing and sending packets from NIC. Now we describe how
to perform VNF deployment in the service chain in our
experiments. We first obtain solutions to MVDP-Offline and
MVDP-Online using Algorithm 1 and 2 respectively. Acc-
ording to these solutions, we bind each VNF to a dedicated
CPU core located onto one server. The CORELIST and
SERVICE_ID parameter in OpenNetVM specify the index
of CPU core and VNF, respectively.

Testbed Setup. One Mellanox SN2700 switch connects five
servers, two of which have dual Xeon(R) E5-2630 CPUs (2x8
physical cores) with 128GB memory, and the rest have Intel
Xeon E5-2650V4 CPU (2x12 physical cores) with 64GB

memory. Each one is equipped with an Intel 82599ES 10G
dual port NIC and runs Ubuntu 14.04.3 with kernel version
3.19.0. We use pktgen to generate 14 UDP flows with 64
bytes packet size in each run, where each flow is required to
pass through 2 or 4 pre-defined VNFs deployed onto differ-
ent servers. There are 52 VNFs performing basic forwarding
andmonitor function, all of which are lightweight VNFs [17].

Experiment Results. We measure the maximum CPU and
memory utilization using linux top command with differ-
ent packet arrival rate for offline and online setting in
Tab. 2. The 100% arrival rate corresponds to around 7 Gbps
in our testbed. The resource utilization increases when the
packet arrival rate becomes large. Specifically, the maxi-
mum CPU utilization using MVDP-Offline and MVDP-
Online is 9.6% and 10.5%, respectively. The utilization is not
very high since the computation complexity of these light-
weight VNFs is around 60 CPU cycles per packet on aver-
age. From Tab. 2, we can observe that MVDP-Offline and
MVDP-Online in general work well and their resource utili-
zation can be relatively stable even the packet arrival rate
becomes larger. This demonstrates that our algorithm takes
multi-resource constraints into consideration and can make
near optimal decision to deploy VNFs.

Discussions. Note that the solutions produced by our
algorithms may violate the resource capacity. Based on the
theoretical analysis above, the resource violation can be
bounded. To guarantee the physical resource capacity can-
not be violated, we can reserve a bounded number of resour-
ces in advance.

6.2 Simulation

We also conduct extensive simulations to thoroughly evalu-
ate our algorithm at scale.

Setup. In addition to the OpenNetVM experiments in our
testbed, here we use a large-scale synthetic network topol-
ogy [40], which can be usually used for evaluating the per-
formance of VNF deployment [41]. This topology can be
divided into access layer, aggregation layer and core layer,
where the switches in the access layer connect a large num-
ber of heterogeneous servers. Tab. 3 shows the normalized
CPU and memory capacities for eight types of heteroge-
neous network function platforms. For each type, the cost
used in our experiment is the product of the baseline
cost [42], [43] and normalized CPU and memory capacities.
The number of network platforms for each type varies with
the experiments.

We run our algorithms on a server with Intel(R) Xeon(R)
CPU E5-2650 and 64 GB memory and generate different
numbers of flows to measure the performance.

Experiment Results.We first investigate the overall cost for
different VNF deployment schemes generated by Greedy,
MVDP-Offline and MVDP-Online. In addition, we compare

TABLE 2
Maximum CPU and Memory Consumption Comparison

Packet arrival rate (%) 60 80 100

OPT CPU(%) 9.5097 9.5871 9.6351
Mem.(KB) 77172 77024 77872

MVDP-Offline CPU(%) 9.5516 9.6109 9.6381
Mem.(KB) 77404 77420 77965

MVDP-Online CPU(%) 9.5633 10.0328 10.5763
Mem.(KB) 78091 79503 80939

TABLE 3
The Normalized CPU and Memory Capacities for

Heterogeneous Network Function Platforms
in Google’s Cloud [44], [45]

1 2 3 4 5 6 7 8

CPU 0.50 0.50 0.50 1.0 0.25 0.50 0.50 0.50
Mem. 0.50 0.25 0.75 1.0 0.25 0.12 0.03 0.97
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our algorithms against a branch and bound method that sol-
ves the program (3) optimally, denoted as OPT.

Overall Cost With Different Number of Flows.We can see that
in Fig. 2a, as the number of flows increases, Greedy yields sig-
nificantly much cost, while that ofMVDP-Offline andMVDP-
Online is below 2:8
 105 all the time and can achieve near
optimal. Specifically, the overall cost for Greedy, MVDP-Off-
line, MVDP-Online and OPT is 3:8
 105, 2:5
 105, 2:7
 105

and 2:4
 105, when the number of flows is 5000. We can
observe that MVDP-Offline and MVDP-Online can reduce
the overall cost by 33.3% and 28.4% respectively, compared to
Greedy. This demonstrates that our algorithms can reduce the
overall cost by flexibly deploying different VNFs.

Additive Optimality Gap With Different Number of Flows.
Fig. 2b shows the additive optimality gap for MVDP-Offline,
MVDP-Online and Greedy compared to OPT. For this simu-
lation we vary the number of flows from 1000 to 5000. Intui-
tively, a larger additive optimality gap indicates more
deployment cost resulting from aworse solution. We can see
that, as the number of flows increases, Greedy yields signifi-
cantly larger optimality gap compared to MVDP-Offline and
MVDP-Online, where MVDP-Offline andMVDP-Online can
guarantee that the additive optimality gap is less than 1:3

104 and their overall cost is always less than 2:8
 105, even
though the number of flows becomes larger.

Overall Cost With Different Number of Switches in the Access
Layer. Fig. 2c illustrates the overall deployment cost for
MVDP-Offline, MVDP-Online, Greedy and OPT in large-
scale networks, where the value of x-axis represents the num-
ber of switches and that of y-axis represents the overall cost.
We fix the length of VNF chains at 15 in this setting. When
the number of switches is 450, the overall cost for MVDP-Off-
line, MVDP-Online, Greedy and OPT is 5:0
 105, 5:3
 105,
7:5
 105 and 4:9
 105. We can see that MVDP-Offline and
MVDP-Online can reduce the overall cost by 32.7% and
27.9% on average compared to Greedy respectively.

Overall Cost With Different Length of VNF Chains. Fig. 2d
shows that the overall cost varies with the length of VNF
chains. Essentially this measures the efficiency for different

deployment solutions. We observe that the overall cost
increases as the length of VNF chains becomes longer. When
the length of VNF chains is 8, the overall cost for MVDP-Off-
line, MVDP-Online, Greedy and OPT is 1:2
 105, 1:3
 105,
1:8
 105 and 1:2
 105 respectively. MVDP-Offline and
MVDP-Online can reduce the overall cost by 32.9% and
28.2% comparedwith Greedy on average.

Overload Resource Percentage. We measure the percentage
of overload resources in Fig. 3. We define this percentage as
the ratio between the number of overload resources and
that of total resources among all servers (i.e., the ratio
between the number of violated constraints and that of total
constraints). In this setting, the number of resource types is
2 and the length of VNF chains is around 8 on average. The
overloaded percentage becomes larger when the number of
flows increases since large number of running VNFs require
more resources. Specifically, the overload percentage for
MVDP-Offline and MVDP-Online is 7% and 5% respec-
tively, when the number of flows is 4000. We can reduce the
flow demand or increase the resource capacity in practice to
further make the overload percentage smaller.

The CDF ofOverbook Ratio. Fig. 4 shows the CDFs of the nor-
malized overbook ratio fti;kgwhen the consumed resource is
larger than the resource capacity. The number of flows is fixed
at 5000.We define the overbook ratio ti;k as following.

ti;k ¼
P

f2F
P

j2VNFf
rkf;i;j � rk

rk
; 8i 2 M;8k 2 f1; 2g:

Fig. 2. Overall cost comparison.

Fig. 3. Overload resource percentage.

Fig. 4. Overbook ratio CDF.

Fig. 5. Solver iterations for OPT.
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We can observe that the overbook ratio for MVDP-Online is
always less than 0.4%, while that for MVDP-Offline is less
than 0.05%. This indicates that the resource violation is very
small even though the network is saturate. We can reserve a
bounded number of resources to make sure our solution
can be put into practice.

Solver Iterations for OPT. We now look at the number of
iterations and the percentage of solvability when we obtain
the optimal solution OPT using standard solver. In Fig. 5,
the number of flows varies from 1000 to 5000 at the incre-
ment of 1000 for each run. We compare 200 different instan-
ces at each run. We found that the number of unsolvable
instances increases when the number of flows becomes
large. Specifically, when the number of flows is 5000,
around 13% instances cannot be solved by standard solver
after 10 hours. This demonstrates that OPT cannot perfectly
solve all instances, and it’s going to get worse especially
when the number of flows is large. In addition, Fig. 5 also
shows the number of solver iterations for MVDP-Offline
and OPT. We can see that the number of iterations for OPT
increases significantly than that for MVDP-Offline, when
the number of flows becomes large. The convergence rate of
MVDP-Offline in general can be exponentially faster than
that of OPT. This demonstrates that OPT does not work
well and cannot be used in practice in large-scale settings.

Running Time. Finally, we evaluate the running time of
MVDP-Offline, MVDP-Online and OPT which is illustrated
as CDFs in Fig. 6. In this setting, the number of flows is fixed
at 5000 and the number of required VNFs for each flow is 8 on
average. We can see that most cases usingMVDP-Offline and
MVDP-Online finish within 6 seconds and OPT takes 500 sec-
onds. The running time of OPT is 100 times than that of
MVDP-Offline and MVDP-Online in the worst case. As dis-
cussed above, MVDP-Offline and MVDP-Online can be able
to offer near equivalent performance and run faster thanOPT.

7 CONCLUSION

We studied the problem of minimizing VNF deployment cost
under multi-resource constraints in a heterogeneous cloud
and proved its hardness. We proposed an offline bicriteria
approximation algorithm and a competitive online algorithm
to solve our problem. Large-scale simulations and DPDK-
basedOpenNetVM implementation show that our algorithms
can significantly reduce the deployment cost and improve the
performance in terms ofmulti-resource allocation.
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