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Abstract Energy harvesting technologies allow wireless devices to be recharged by the surrounding environment, providing

wireless sensor networks (WSNs) with higher performance and longer lifetime. However, directly building a wireless sensor

network with energy harvesting nodes is very costly. A compromise is upgrading existing networks with energy harvesting

technologies. In this paper, we focus on prolonging the lifetime of WSNs with the help of energy harvesting relays (EHRs).

EHRs are responsible for forwarding data for sensor nodes, allowing them to become terminals and thus extending their

lifetime. We aim to deploy a minimum number of relays covering the whole network. As EHRs have several special properties

such as the energy harvesting and depletion rate, it brings great research challenges to seek an optimal deployment strategy.

To this end, we propose an approximation algorithm named Effective Relay Deployment Algorithm, which can be divided

into two phases: disk covering and connector insertion using the partitioning technique and the Steinerization technique,

respectively. Based on probabilistic analysis, we further optimize the performance ratio of our algorithm to (5 + 6/K ) where

K is an integer denoting the side length of a cell after partitioning. Our extensive simulation results show that our algorithm

can reduce the number of EHRs to be deployed by up to 45% compared with previous work and thus validate the efficiency

and effectiveness of our solution.

Keywords approximation algorithm, constraint relay deployment, energy harvesting, wireless sensor network

1 Introduction

Wireless sensor networks (WSNs) which are com-

posed of sensor nodes (SNs) have a broad range

of applications such as disaster prevention [1], region

mapping [2], and environment monitoring [3].

In large-scale WSNs, due to the limited communi-

cation range of devices, data routing and transmission

are performed by the efforts of many nodes. One sensor

node not only performs its sensing tasks but also has

to forward data for other nodes. This additional bur-

den leads to fast energy depletion of sensor nodes. To

resolve this problem, some tiny and convenient devices

called Relay have been widely used in WSNs, especially

for data transmission. The relay node (RN) is a signal
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forwarding device to amplify and forward the wireless

signals to users. Since it is tiny, convenient and mo-

bile, with excellent signal amplification effect, deploy-

ing relays in multi-hop networks becomes an effective

method to improve system capacity, wireless coverage,

and service quality. Besides, relays also play an impor-

tant role in the development of B5G and 6G [4–6]. Re-

cent studies [7–9] separate the responsibilities of nodes

in WSNs where SNs only transmit their own packets

and RNs forward packets for SNs. Experimental results

reveal that relays can significantly improve the energy

efficiency and prolong the network lifetime [8].

Although these relays help with the consistency of

networks, powering remains a challenging problem [10].

Recharging relays is unrealistic for nodes placed in the

hard-to-reach, hazardous or toxic areas where there is

no grid power connected. For nodes powered by batter-

ies, long lifetime batteries may not be suitable due to

the limited size of nodes while small capacity batteries

require frequent replacement, which is time-consuming

and harmful to the communications. In this case, en-

ergy harvesting relays (EHRs) have emerged and gained

much attention in recent years. EHR is a new kind of

relays with energy harvesting capabilities, which can

be recharged by the surrounding environment [11–15].

Thanks to this energy sustainability, the incorporation

of EHRs in WSNs can provide long-term dependable

service and is going to be the trend of future. A lot of

work has been done for the deployment of energy har-

vesting relays. In the paper [16], a location-aware mul-

timedia relay node deployment (MRND) scheme was

proposed to support the future quickly deployable wire-

less multimedia services around mmWave frequency

band. Moreover, a Quality of Experience (QoE)-driven

location-aware optimization algorithm of autonomous

relay BS deployment scheme was proposed to achieve

the maximized system-level QoE under energy con-

straints. However, the application of energy harvesting

relays also introduces some new problems. For instance,

EHRs may doze off if they do not harvest enough en-

ergy to consume, leaving the network disconnected. In

fact, deploying EHRs in WSNs is a challenging work,

with a great number of factors that need to be taken

into account. Table 1 shows the research on ENRs in

recent years.

The placement problem for normal relay nodes is

also important and has been extensively studied. Nu-

merous efforts have been made on Facility Allocation

Problem (FAP) [26–28] and Unit Disk Cover Problem

(UDC) [29–31] which solved the problem to some extent.

However, the solutions do not consider the additional

complexity of energy harvesting, i.e., the energy that

SNs consume constrains the maximum number of nodes

that each EHR can cover. In this case, these solutions

may be inapplicable in practice. Although this area

has many potential applications, there have been few

studies about it yet. The existing work [23, 32] revealed

the dramatic improvement in performance of WSNs af-

ter the deployment of EHRs but ignored the coexistent

limitations of EHRs. For instance, the energy causality

constraint, which means the energy a node consumes

cannot exceed the energy it harvests, is indeed the pri-

mary limitation and challenge of designing an energy

harvesting system [33].

Another problem is that the existing work [34] on the

Relay Node Placement (RNP) problem requires a set of

Table 1. Research on Energy Harvesting Relays in Recent Years

Research Direction Reference Contribution Year

Energy harvesting [17] Maximizing the energy efficiency while taking both radio transmission power and
static circuit power into account

2015

[18] Characterizing R-E regions for multiple access broadcast (MABC) and time division
broadcast protocols

2019

[19] Implementing the technique of energy harvesting in full duplex (FD) cognitive radio
network

2019

[20] Diversity-multiplexing tradeoff (DMT) of non-orthogonal EH based amplify-and-
forward (EH-NAF) protocol

2017

Relay selection [21] An optimal offline joint relay selection and power allocation scheme 2015

[22] Proposing a joint optimal power allocation and relay selection strategy using the
Lagrangian multiplier method

2018

Relay deployment [23] Proposing a model to ensure sustainable coverage and prolong the network lifetime
using integer linear programming (ILP)

2015

[24] Proposing a linear program-based heuristic (LPBH), a two-stage heuristic (TSH) and
a sensing- and routing-integrated greedy heuristic (SRIGH)

2019

[25] A tractable framework of the location deployment and mobility management of EH-
SCBSs

2019
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candidate locations which constrains designs of the de-

ployment. Misra et al. [34] studied the constrained relay

node placement problem in an energy harvesting net-

work. However, the EHRs are constrained to be placed

at only the candidate locations, where the potential of

the locations is known as a priori. In effect, to fully-tap

the advantages of EHRs, we need algorithms that do

not require any candidate locations and take the prop-

erties of energy harvesting into account. These rea-

sons motivate our study on Energy Harvesting Relay

Deployment (EHRD) in wireless sensor networks. We

propose a solution that seeks a deployment scheme with

the minimum number of EHRs to cover the whole WSN.

With the help of these special relay nodes, all the SNs

will become terminals, only sensing and transmitting

their own data. Consequently, the workload of SNs is

lessened and the lifetime of the network is prolonged.

Our research may help offer comparatively low-cost and

easy-to-implement solutions to upgrade the networks

without energy harvesting capacities.

We first formally define and formulate the Energy

Harvesting Relay Deployment problem. Then we pro-

pose an approximation algorithm named Effective Re-

lay Deployment Algorithm (ERDA). ERDA consists of

two phases: disk covering and connector insertion. In

the first phase, we seek a degree constrained disk cover

(DC-DC) of the WSN, using the partitioning technique

and shifting policy. We divide the plane into small

squares, called cells. The approximation ratio of this

part is (2+6/K), where K is the side length of the cells,

and we will discuss this more precisely in Section 5. In

the second phase, we apply an algorithm for Steiner

Minimum Tree with Minimum Steiner Points (SMT-

MSP) to connect the DC-DC, and the approximation

ratio of this part is 3. Hence, the total approximation

ratio of ERDA is (5+6/K). Through extensive simula-

tions, we find that ERDA can significantly reduce the

deployment cost of EHRs.

To the best of our knowledge, this is the first one of

its type to study the EHR deployment problem with-

out candidate locations in conventional wireless sensor

networks. This study will provide a reference on how to

upgrade the existing WSNs, which has both theoretical

and practical significance in the related area. Fig.1 il-

lustrates the contributions of four important problems

studying the EHR deployment.

The major intellectual contributions of our work can

be summarized as follows.

1) We establish a comprehensive network model and

formulate the Energy Harvesting Relays Deployment

(EHRD) problem in wireless sensor networks. Mean-

while, we give the proof of its NP-hardness.

2) We propose a novel polynomial-time approxima-

tion algorithm ERDA and theoretically evaluate its per-

formance. We also utilize a shifting policy to reduce the

approximation ratio to (5+6/K) where K is a constant

value for plane partitioning.

3) We conduct extensive simulations to evaluate the

performance of ERDA. The numerical results show that

up to 45% reduction of the number of EHRs to be de-

ployed can be achieved when compared with previous

work and thus demonstrate that our algorithm is well

designed and has a great practical value.

The rest of the paper is organized as follows. First,

we review the related work in Section 2. Then, we

give some definitions and introduce the system model

of WSNs in Section 3. In Section 4, we formally define

the EHRD problem. Next, we propose an adaptive ap-

proximation algorithm in Section 5. Subsequently, we

analyze the algorithm’s performance in Section 6. Fi-

nally, we show the simulation results in Section 7 and

conclude the paper in Section 8.

2 Related Work

In this section, we briefly describe the existing re-

search studies on the facility allocation problem (FAP),

the unit disk covering (UDC) problem, the relay node

placement (RNP) problem and the energy harvesting

relay deployment (EHRD) problem.

The facility allocation problem is a strategic deci-

sion problem used to determine an optimal number and

locations of facilities to be established, and also to de-

sign an optimal distribution of the network. Xu and

Shen [35] studied the problem of Fault-Tolerant Facility

Allocation (FTFA). FTFA aims to allocate each site a

proper number of facilities. The objective is to find

such an allocation that minimizes the total combined

cost for facility operating and service accessing. Tsao

et al. [36] proposed a continuous approximation (CA)

model to determine where to locate the regional distri-

bution centers (RDCs) and how to assign retail stores

to RDCs. It is worth noting that FAP does not consider

the distance constraint but increases the cost when the

distance gets larger. However, in the EHRD problem,

the exceeding of a certain distance is strictly undesir-

able which may cause disconnections.

The UDC problem is known to be NP-hard and sev-

eral approximation algorithms have been designed over

the past three decades. Given a set of points in the
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Fig.1. Introduction of related work on ERDA. (a) Key problems of EHR deployment. (b) Existing solutions to UDC. (c) Existing
solutions to FAP. (d) Existing solutions to RNP. (e) Existing solutions to EHRD.
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plane, the Unit Disk Covering problem computes the

minimum number of unit disks that can cover all the

points, along with a placement of the disks. The UDC

problem has some similarities with the following RNP

and EHRD problems and has applications in extending

the sensor network lifetime by selecting the minimum

number of nodes to cover each location. However, the

UDC problem only focuses on the performance in time

and connectivity, while the EHRD problem has more

constraints for energy harvesting.

The RNP problem in WSNs, a well-known NP-

hard problem, has been extensively studied, which

aims at improving some properties, such as the life-

time. Table 2 briefly summarizes the problem formu-

lations and constraints of some relay deployment al-

gorithms. Most of RNPs in WSNs focus on two ob-

jectives: connectivity and survivability. Connectivity

means that the graph induced from the WSN is con-

nected while survivability has a higher requirement that

the graph must be k-connected. For the RNP prob-

lem on the network connectivity, Lin and Xue [43] first

gave a 5-approximation algorithm with a Steinerization

technique called Steiner Minimum Tree with Minimum

Number of Steiner Points (SMT-MSP). Then their stu-

dies were extended by [44–49] and the best known ap-

proximation ratio is 3 in [45]. Du et al. [45] also gave

a randomized algorithm with a performance ratio of

2.5 and the probability of at least 1/2. For surviv-

ability, when k = 2, Kashyap et al. [50] presented a 10-

approximation algorithm. For any k > 2, Bredin et

al. [51] proposed polynomial time O(1)-approximation

algorithms. Then Willson et al. [52] made a great

progress. For k = 1, 2, they proposed a (3 + ε)-

approximation algorithm. For k > 3, they presented

an algorithm of which the performance ratio is (4 + ε).

The above researches all studied the case that sen-

sor nodes and relay nodes had the same communication

range. Lloyed and Xue [53] first studied the RNP prob-

lem on connectivity where the communication ranges

of sensor nodes and relay nodes were different, and pre-

sented a 7-approximation algorithm to resolve it. Then

Zhang et al. [9] studied the RNP problem on surviv-

ability in this case. When k = 2, they gave a 14-

approximation algorithm.

For the EHRD problem, Misra et al. [32] aimed

to improve the network connectivity and survivabil-

ity with a minimum number of added EHRs, using

the Steinerization technique. Djenouri and Bagaa [23]

considered placing EHRs near none-harvesting SNs to

realize power-efficient coverage, reducing EHRD to a

minimum weighted connected dominating set problem.

These two studies both revealed the great potentials

of placing EHRs. Nevertheless, they both ignored the

limitations of EHRs. Their deployment strategies do

not consider the energy causality constraint. This omis-

sion may lead to fast energy depletion of EHRs, thus

leading to performance degradation or even the break-

down of the wireless sensor network.

3 System Model

In this section, we first give some definitions and

notations in this paper and then introduce the system

model. With thorough analysis, we conclude the two

constraints in the EHRD problem: connectivity and

sDegree constraint. The necessary notations used in

our model are explained in Table 3.

3.1 Communication Model

There are two kinds of nodes in the EHRD problem:

the original sensor nodes (SNs) and the energy harvest-

ing relays (EHRs) to be deployed. They have some

similar properties. For an SN, its service radius denot-

ing the longest distance of its terminals is ds and its

Table 2. Summary on Relay Deployment Algorithms with Problem Formulations and Constraints

Algorithm Problem Formulation Constraint

[37] Optimal locations of mobile relay stations maximizing en-
ergy efficiency

Spectral efficiency requirement and SINR constraints

[38] Trade-off among the throughput, the deployment budget,
and coverage

Candidate positions, traffic demands

[39] Deploying different types of RSs in Mobile Multihop Relay
(MMR) networks

Network cost, transmission quality, deployment price, cov-
erage

[40] Establishing an energy dissipation model of multi-hop re-
lay transmission scheme

A given BER requirement, modulation sizes

[41] If a relay should be deployed and where to deploy in linear
underwater acoustic networks

Open distance according to effective bandwidth and trans-
mit power

[42] Energy efficiency of three basic bidirectional relay trans-
mission schemes from the angle of relay deployment

Should be deployed closer to the base station with the
nonideal PA, the impact of small-scale fading



784 J. Comput. Sci. & Technol., July 2022, Vol.37, No.4

communication radius which indicates the longest dis-

tance between two SNs is dc where dc = 2 × ds. RNs,

which are EHRs in this paper, have a similar trans-

mission capacity to SNs. The service radius and the

communication radius of RNs are ds and dc as well.

Table 3. Notation List for System Model

Symbol Description

ds Service radius

dc Communication radius

Pe Harvesting rate

Zr Workload of r

zr,n Number of source-destination pairs in the n-th block

Ce Unit power consumption rate

Tb Duration time of transmission blocks

For two nodes u and v, the Euclidean distance be-

tween u and v is denoted as dist(u, v). For convenience,

u and v also denote the locations of the nodes. The

communication between nodes in the network is sym-

metric. Two nodes u and v can communicate with each

other if their distance is less than or equal to their mini-

mum communication range.

As shown in Fig.2, in the original WSN, an SN u is

connected to another SN v if and only if dist(u, v) 6 dc.

However, in the new WSN after deployment, SNs all be-

come terminals and only sense their own data, thereby

there are no links between two SNs. An SN u can be

connected to an RN r, which is an EHR in this paper,

if and only if dist(u, r) 6 ds. With the decrease of the

communication range of SNs from dc to ds, the work-

load of SNs is relieved and energy is saved. For EHRs,

an EHR r is connected to another EHR t if and only

if dist(r, t) 6 dc. The relationships are shown as Fig.3.

We use disks with radius ds to denote the EHRs. An

EHR can communicate with SNs within its radius. In

this paper, if an SN s and an EHR r are connected, we

claim that r covers s and r is responsible for forwarding

data for s. Next, we give the definition of sDegree.

Definition 1 (sDegree of EHRs). For an EHR r,

sDegree(r) is the number of SNs that r covers.

Note that sDegree(r) is likely to be a fraction be-

cause there are some back-up EHRs and they will take

turns to forward the data for one SN.

3.2 Network Topology

In this subsection, we give the models of the WSNs

(before and after the deployment of EHRs), which are

two undirected graphs. For the original WSN, the set of

SNs S, the communication range dc and the functional

status of SNs, induce a communication graph SG(V,E).

After completing the deployment of EHRs, functional

status of SNs will change: SNs will only carry out their

own sensing tasks. Thus we can induce another com-

munication graph HG(V,E). For the sake of clarity, in

this paper we use V and E to represent the vertex set

and the edge set respectively. We have the following

definitions.

(a)

(b)

Service Radius of EHRs

Energy Harvesting Relay

Sensor Node Forward Data

Communication Radius of SNs

No Data Forwarding

Communication Radius: the Longest
Distance Between Two SNs

Radius: Radius: 

Sense Their Own
Data 

Communicate
Through EHRs

Service Radius:
the Longest
Distance of
Terminals

Fig.2. Comparison between (a) traditional WSN and (b) WSN
with EHRs.

SN

SN

SN

SN

ds
dc/2ds

Fig.3. Communication between EHRs and SNs.
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Definition 2 (Communication Graph Before De-

ployment). Given the SN set S and the communication

range dc, the communication graph of the WSN before

the relay deployment, denoted by SG(V,E), is an undi-

rected graph with the vertex set V (SG) = S and the

edge set E(SG) consisting of edges that satisfy the fol-

lowing conditions: for two SNs u and v, the edge (u, v)

∈ E(SG) if dist(u, v) 6 dc.

Definition 3 (Communication Graph After De-

ployment). Given the SN set S, the EHR set R, the

service range ds and the communication range dc, the

communication graph of the WSN after the relay de-

ployment, denoted by HG(V,E), is an undirected graph

with the vertex set V (HG) = S ∪ R and the edge set

E(HG) consisting of edges that satisfy the following

conditions: for an SN u and an EHR r, the edge (u, r)

∈ E(HG) if dist(u, r) 6 ds and r is responsible for

u. For two EHRs r and t, the edge (r, t) ∈ E(HG) if

dist(r, t) 6 dc.

In the EHRD problem, the original WSN is con-

nected and SG is also connected. After the deployment

of EHRs, the new WSN induces another communication

graph HG. It is evident that HG should be connected

for the reason that the network connectivity in WSNs

ensures that the data can be transmitted through the

whole network. Therefore, the first requirement of the

EHRD problem is connectivity.

3.3 Energy Harvesting Model

In this subsection, we introduce the model of EHRs

and reduce the energy casualty constraint to an sDe-

gree restriction. Here we refer to some characteristics

of energy harvesting nodes in [33,54,55].

We divide time into transmission blocks with dura-

tion time Tb. In each transmission block, relay selection

is performed [55]. Several relays will be selected to take

part in the data transmission process.

We assume that the offline information of all EHRs

is available. The harvesting rate donated as Pe is steady

while the power consumption rate in a block is depen-

dent on the workload of r. For an EHR r, it can har-

vest and spend energy simultaneously. Let Zr = (zr,n)

be the workload matrix of r, where zr,n is the num-

ber of source-destination pairs that r forwards the data

for in the n-th block. Therefore, the energy consump-

tion in the n-th transmission block can be expressed

as C(n, r) = zr,nCeTb, where Ce is the unit power

consumption rate. Let Eo be the initial energy of r.

Furthermore, we have the available energy of r after l

transmission blocks:

E(r, lTb) = Eo +

l∑
n=1

PeTb −
l∑

n=1

zr,nCeTb.

For r, its utilization of harvested energy is con-

strained by the energy causality constraint [33], which

can be expressed as

E(r, lTb) > 0, ∀ l ∈ N. (1)

This constraint brings significant challenges for de-

signing energy harvesting systems. An EHR will doze

off if its energy level is low. In many real-world energy

harvesting systems, in order to combat this challenge,

back-up or extra devices are indispensable to allow en-

ergy harvesting devices to take turns to work as shown

in Fig.4. They are able to avoid energy depletion [33, 56].

Moreover, to avoid the energy depletion of EHRs, we

first reduce it to an sDegree constraint and then add

some back-up EHRs.

EHR
SN

Backup EHR

Fig.4. EHRs cover SNs.

EHRs at the same location can be seen as one relay

node from the outside. From the interior, they are inde-

pendent relays that take turns to work. The workload

is also averaged out among EHRs and then every EHR

will have enough time to absorb energy, avoiding violat-

ing the energy causality constraint. If m EHRs located

at the same position cover n SNs, the total sDegree

is averaged out among these EHRs, and for a specific

EHR r, we have

sDegree(r) =
n

m
.

Although the energy causality constraint (con-

straint (1)) is very complicated and dynamic, the con-

straint can be easily satisfied when an EHR r covers at

most sDegree(r) SNs. In this case, we convert the en-

ergy causality constraint to a static sDegree constraint

which is a sufficient, but not necessary condition to
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meet the constraint. Here we first give the following

simple lemma.

Lemma 1. We can seek a deployment where an

EHR is connected to at most 20 EHRs.

Proof. Let the radius of EHRs be ds and all EHRs

are connected to an EHR r. They can cover a large

disk of radius 3ds (see Fig.5). Moreover, since a disk

of radius ds can cover a
√

2ds ×
√

2ds square, 21 EHRs

including r can cover this large disk. If there is a de-

ployment where an EHR is connected to more than 20

EHRs, it is not a reasonable solution since the EHRs

are consuming more energy while not providing a larger

covered area. As a result, we assume 20 is an upper

bound of the number of EHRs connected to r although

it may not be a tightest bound. �

Fig.5. An EHR is connected to at most 20 EHRs.

Then we have the following theorem.

Theorem 1. The energy causality constraint

can be guaranteed by an sDegree constraint: ∀r ∈
R, sDegree(r) 6 D, where D is a constant.

Proof. For an EHR r, we let k be the number of

EHRs at the locations of r and s be the number of SNs

within the radius of r. As Lemma 1 shows, an EHR

can be connected to at most 20 EHRs. The k EHRs at

the location of r take turns to forward the data among

their 20 neighbors, where every EHR at the location of

r has 20
k in average.

Then r is connected to at most (sDegree(r) + 20
k )

nodes including EHRs and SNs. To ensure the en-

ergy causality constraint, it suffices to let
∑l

n=1 PeTb−∑l
n=1 zr,nCeTb > 0. Then we have

l∑
n=1

zr,n 6
l∑

n=1

Pe

Ce
.

Since zr,n is the number of S-D pairs that r forwards

the data for in the n-th block, we get

zr,n 6
1

2

(
sDegree(r) +

20

k

)
.

Since sDegree(r) = s
k 6 D, then k > s

D , thereby we

get
1

2

(
s

k
+

20

k

)
6

1

2

(
D +

20D

s

)
6 11D.

We can set D as Pe

11Ce
, and then the energy causality

constraint can thus be guaranteed. �
In the above proof, we just show how to find a fea-

sible D. In fact, D = Pe

11Ce
is just a very strict condi-

tion to ensure the energy causality constraint. In most

cases, with a well-designed relay selection schedule, we

can find a D much greater than Pe

11Ce

[55]. However, in

this paper, we do not focus on the designs of relay se-

lection schedules. We will not analyze how to find the

upper-bound of D. We just assume that we have found

such a constant D as the sDegree constraint.

So far, we have found the second constraint of the

EHRD problem, the sDegree constraint.

4 Problem Formulation

In this section, we give the formal definition of the

EHRD problem and then the proof of its NP-hardness.

In the EHRD problem, we aim to seek a deployment

of a minimum number of EHRs that covers the whole

network. In the meantime, we should guarantee the

connectivity and survivability by deploying a connected

dominating set. The design objective is to minimize the

size of the EHR set R. In Section 3, we have seen that

there are two constraints in this problem, connectiv-

ity constraint and sDegree constraint. The connectiv-

ity constraint guarantees the data transmission through

the network and ensures that the data of every SN can

be forwarded among the nodes after we complete the

deployment while the sDegree constraint guarantees the

energy casualty constraint of EHRs. Each EHR can

only be connected to at most sDegree(r) SNs and 20

EHRs. The formal definitions are the following.

Definition 4 (Effective Relay Node Deployment).

Given a communication graph SG(S,E) of a WSN,

the service radius ds, the communication radius dc and

an sDegree constraint D, a deployment of EHRs R is

said to be an effective relay deployment (ERD) for SG

if the induced communication graph after deployment

HG(S ∪R,E) is connected and ∀r ∈ R, sDegree(r) 6
D. An ERD is said to be a minimum effective relay de-

ployment (M-ERD) if it has the minimum size among

all ERDs.

Definition 5 (Energy Harvesting Relay Deploy-

ment). Given a communication graph SG(S,E) of a

WSN, the service radius ds, the communication radius
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dc and an sDegree constraint D, the Energy Harvesting

Relay Deployment (EHRD) problem for (SG, ds, dc, D),

denoted as EHRD(SG,ds,dc,D), is to find an M-ERND

for SG.

The EHRD problem is an optimization problem

with several complicated constraints, and it can be de-

scribed in the form of a mixed integer nonlinear pro-

gram. Here we introduce some variables. We use a

vector of booleans X = (Xm), which represents the

type of each node in V , i.e., Xm = 1 if node vm is an

EHR and we let N(m) denote the set of neighboring

nodes of vm. The flow matrix of integers Fi,j , (vi, vj) ∈
E, and the vector Y = (Ym), vi ∈ N(1) are additional

variables used to model the connectivity [23]. Then the

EHRD problem can then be formulated as

min |R|
s.t. sDegree(vm) 6 D,∀ vm ∈ R, (2)

Xm +
∑

j∈N(m)

Xj > 1, ∀ vm ∈ V, (3)

∑
i∈N(1)

F1,i =
∑

i∈V,i6=1

Xi, (4)

∑
j∈N(i)

Fj,i −
∑

j∈N(i)

Fi,j = Xi, ∀ i ∈ V, i 6= 1,

0 6 Fi,j 6 nXj , ∀ (vi, vj) ∈ E, j 6= 1, (5)∑
i∈N(1)

Yi 6 1 + X1(|N(1)| − 1), (6)

Fi,j 6 nYi, ∀ vi ∈ N(1), (7)

Fi,j = 0, ∀(vi, vj) ∈ E, or j = 1, (8)

where constraint (2) is the sDegree constraint based on

the energy causality constraint denoted in constraint

(1). The remaining constraints guarantee that R is a

connected cover of S which is also a connected domi-

nating set of HG. The constraint represented by con-

straint (3) is to guarantee that vi is an EHR (Xi=1), or

it has a neighbor EHR (there exists at least one neigh-

bor j, Xj=1). For constraint (4)–constraint (8), the

principle is to generate a flow, only from vertex v1. The

sum of the flow is equal to the number of EHRs covering

the rest WSN, i.e.,
∑

Xi if vi is not an EHR (X1=0),

or
∑

Xi − 1 if vi is an EHR (X1=1). In the former

case, v1 should have at least one edge towards an EHR

which is a dominating vertice. Every flow goes towards

the EHRs while none of the flows go to dominated ver-

tices. The flow fades at every unit as it traverses the

EHRs. Since the flows indicate the number of EHRs

dominating the rest WSN, they are bounded by 0 and

n represented by constraint (5). The binary vector, Y ,

indicates whether the neighbors of node v1 can be tra-

versed, i.e., Yi = 1 if the flow is permitted from v1 to

vi ensured by constraint (7). Constraint (6) lets Yi = 1

when v1 is not an EHR; otherwise it is bounded by the

number of its neighbors. Finally, it is guaranteed by

constraint (8) that the flow travels only through exist-

ing edges and no flow enters v1. Then the data can be

forwarded exclusively through EHRs. Since the EHRD

problem can be formed as a mixed integer nonlinear

programming problem, it is an NP-hard problem [57].

Next, we will prove this in a more intuitive way.

Theorem 2. The EHRD problem is NP-hard.

Proof. We can reduce the EHRD problem from

the unit disk covering (UDC) problem, which has been

proved to be NP-hard [58]. Given n points in the Eu-

clidean plane, we find a minimum number of unit disks

to cover all given points. A unit disk is a disk with

diameter 1.

Suppose we have an algorithm Ad to compute the

EHRD problem. For any instance of the UDC problem,

we can construct the same graph. The service radius

can be set as 1/2. The sDegree constraint D can be set

as a large number which is bigger than the number of

SNs |S|, and the communication radius dc of EHRs is

large so that any two relays in the plane are always con-

nected to each other. Then we get an instance for the

EHRD problem, which can be computed by Ad. The

output can be seen as the solution to the UDC problem

as well. Therefore, according to the Cook’s reduction,

the EHRD problem is NP-hard. �
For the talking convenience, in Sections 5–7, we let

the communication radius dc = 1 and the service radius

ds = 1
2 . Hence, an EHR is a unit disk with diameter 1.

5 Effective Relay Deployment Algorithm

In this section, we present a polynomial-time algo-

rithm for the EHRD problem. To find an ERND of

the WSN, the Effective Relay Deployment Algorithm

(ERDA) consists of two phases. The first phase com-

putes an sDegree constraint disk cover (DC-DC) of SG,

while the second phase connects the DC-DC computed

in the first phase. The final ERND is the union of the

results of the two phases. Fig.6 shows how our algo-

rithm solves the constraints of the EHRD problem and

the steps of the solution.

5.1 Computing a DC-DC

In this phase, we compute a DC-DC of SG with the

partitioning technique. First of all, we divide the plane
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Fig.6. Explanation for our proposed Effective Relay Deployment Algorithm.

Q where SG lies into small squares, called cells. For

simplicity, a cell is a K ×K square for some constant

K, excluding the top and right boundaries as shown in

Fig.7. Then we pick those nonempty cells that contain

SNs and ignore the remaining ones. Next, we solve the

problem DC-DC for each cell. The solution for a single

cell also contains two parts. First, we compute a disk

cover in the cell with an exhaustive search algorithm.

Second, we check the sDegree constraint and add some

extra disks if necessary. Finally, we take the union of

the solutions of all cells to form a DC-DC A of the

whole graph SG.

Fig.7. Partitioning the plane into cells.

The pseudo-code of the algorithm for computing a

DC-DC is presented in the following.

Here we briefly explain why a minimum disk cover in

a cell can be computed in polynomial time nO(K2) [59],

where n is the number of SNs. Since a unit disk can

cover a
√
2
2 ×

√
2
2 square, a cell of size K×K can be cov-

ered with at most d
√

2Ke2 disks. For a cell e, we can

find a minimum disk cover with an exhaustive search

algorithm. If an SN has a distance greater than 1 from

any other SN, we have to cover it with an isolated disk.

If an SN u has a distance at most 1 from some other

SN v, then we can use one disk to cover u and v. In

this case, we can move this disk to a canonical posi-

tion of u and v so that this disk is more likely to cover

other SNs. For u and v, their canonical positions are

the locations of disks ensuring both u and v lie on their

boundary. There are two possible canonical positions

for u and v as showed in Fig.8. Hence, there are at most(
ne

2

)
canonical positions in e, where ne is the number

of SNs in e. Together with the observation that e can

be covered by at most d
√

2Ke2 disks, we see that, in

the exhaustive search algorithm, we need to inspect at

most
(
ne

2

)d√2Ke2
= n

O(m2)
e solutions to find a minimum

disk cover in a cell.

u

v

Fig.8. Canonical positions of u and v.

For the SNs in a single cell, we first find all canoni-

cal positions of these SNs. Then we run an exhaustive
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search algorithm according to these positions and seek

a minimum disk cover. Since we partition a large scale

of SNs to small cells which contain only a part of the

nodes, the amount of calculation and time will be re-

duced.

5.2 Improvement Based on Shifting Policy

The performance of Algorithm 1 is closely related

to the partition. Thus we can use a shifting strategy to

move grid lines to find a partition with a small number

of disks intersecting with grid lines. We move every grid

line 1 unit right and 1 unit up to its original positions

Q, which can be seen in Fig.9. Then we run Algorithm 1

to get a DC-DC of SG. Since the sidelength of each cell

is K, we do this process (K − 1) times and choose the

minimum DC-DC A as the result of phase 1.

Algorithm 1. Computing the DC-DC

Input: a communication graph SG(S,E), lying in square
Q; an sDegree constraint D; an integer K > 1

Output: a DC-DC of SG

1 Divide Q into cells, each of size K ×K;

2 cell(Q)← the set of all nonempty cells in Q;

3 for e ∈ cell(Q) do

4 Find a minimum unit disk cover A(e) for nodes in e

5 for a ∈ A(e) do

6 if sDegree(a) > D then

7 Add (dC(a)
D
e − 1) disks into A(e) where a is

8 located;

9 return A = ∪e∈cell(Q)A(e)

Q

u

n

Fig.9. Shifting policy.

5.3 Connecting a DC-DC

After Algorithm 1, we get a DC-DC A of SG. How-

ever, this DC-DC is not necessarily connected. In the

following step, we will add some extra EHRs to this

DC-DC to form a feasible ERND.

Here we connect the DC-DC with a Steiner

minimum tree with minimum number of Steiner

points (SMT-MSP). In this paper, we adopt a 3-

approximation algorithm proposed in [44]. In details, a

Steiner tree interconnecting all terminals with the mini-

mum number of Steiner points is proposed such that the

Euclidean length of each edge is no more than a con-

stant according to the given n terminals in the plane

and a positive constant. In addition, the minimum

spanning tree yields a polynomial-time approximation

with the performance ratio of exactly 4 and there exists

a polynomial-time approximation scheme under certain

conditions. The pseudo-code of the algorithm for con-

necting the DC-DC is presented in Algorithm 2.

Algorithm 2. Connecting the DC-DC

Input: a communication graph SG; a DC-DC A of SG; a

3-approximation algorithm ~ computing a Steiner

tree with the minimum number of Steiner points

Output: an ERND of SG

1 Use ~ to compute a Steiner tree T with input A;

2 P ← the Steiner points of T ;

3 Add unit disks at the positions of each point in P ;

4 C ← the set of added disks;

5 return A ∪C;

Although the pseudo-code seems simple, what Al-

gorithm 2 solves is indeed another challenging NP-hard

problem [43]. Here we briefly introduce the principle of

the 3-approximation algorithm in [44]. This algorithm

studies the geometric property of nodes in the planes

and classifies the nodes into three different categories.

Then it puts Steiner points near every node in a way

depending on its category.

5.4 Ensuring sDegree Constraint

After connecting the DC-DC of SG in Algorithm 2,

the output ERND is a connected dominating set of SG

which can cover all SNs and forward the data for them

to save the limited energy. However, we have to guar-

antee that each EHR we deploy in WSN is connected

to at most sDegree(r) SNs and 20 EHRs. For those

EHRs whose neighbors exceed the bound, we need to

add back-up EHRs that take turns to forward data.
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6 Performance Analysis

6.1 Analysis of Computational Complexity

In this subsection, we analyze the computational

complexity of ERDA. Table 4 shows the notations

needed for performance analysis.

Table 4. Notation List of Performance Analysis

Symbol Description

A∗(e) Optimal solution to the DC-DC problem

Ao(e) Optimal solution to the disk cover problem

N Set of disks satisfying the sDegree constraint

O Disks which cover too many nodes

Po Original partition

Pn Partition after n shifts

B∗(e) Set of disks that intersets cell e

H Set of disks that intersets two horizontal strips

V Set of disks that intersets two vertical strips

Opt∗ A minimum effective relay node deployment

C∗ A Steiner tree with the minimum number of

Steiner points

Theorem 3. The ERDA algorithm runs in polyno-

mial time.

Proof. To see that our algorithm runs in polyno-

mial time, we claim that both the two phases run in

polynomial time. This claim is obvious in the second

phase because Algorithm 2 is an approximation algo-

rithm whose computational complexity is O(n4) [44].

The case in the first phase is a little complex. To

see that Algorithm 1 runs in polynomial time, we need

to illustrate that the operation in each cell can be com-

pleted in polynomial time. Let e be a single cell contain-

ing ne SNs and its side length be a constant K. To find

a DC-DC of e, we first compute a minimum disk cover

and then we check the sDegree constraint. According to

Section 5, we have known that the minimum disk cover

restricted to e can be computed in time n
O(K2)
e . Second,

to meet the sDegree constraint, we check whether every

disk covers too many nodes. There are O(K2) disks in

the cell to check. Checking one disk is composed of two

steps: computing the number of covering nodes and

adding backup disks, which can be finished in linear

time O(ne). Thus the computational time of checking

all disks in e is O(K2)×O(ne) = O(ne). Furthermore,

the operation in a single cell can be completed in poly-

nomial time which is

nO(K2)
e + O(ne) = nO(K2)

e .

Thus, over all nonempty cells, the total time of the loop

from line 3 to line 7 in Algorithm 1 is∑
e∈cell(e)

nO(K2)
e 6 (

∑
e∈cell(e)

ne)
O(K2) = nO(K2).

It is easy to see that Algorithm 1 runs in polynomial

time. Combining the two phases, we see that ERDA is

a polynomial-time algorithm. �

6.2 Performance Ratio

In this subsection, we give the performance ratio of

ERDA. First, we look at the performance ratio of DC-

DC A(e) in a single cell e. Let A∗(e) be an optimal

solution to the DC-DC problem in e and Ao(e) be an

optimal solution to the disk cover problem in e. The

number of nodes in e is ne.

Theorem 4. The size of DC-DC A(e) in the cell e

obtained by Algorithm 1 is within 2 times of the opti-

mum one.

Proof. In the cell e, we first obtain an optimal disk

cover Ao(e). Then we divide Ao(e) into two sets accord-

ing to sDergee, N and O. N is the set of disks satisfying

the sDegree constraint while O is the remaining disks

which cover too many nodes.

According to the operation in Algorithm 1, the DC-

DC A(e) follows that

|A(e)| 6 |Ao(e)|+
∑
a∈O

(dsDegree(a)−D

D
e)

6 |Ao(e)|+
∑
a∈O

sDegree(a)

D

6 |Ao(e)|+ ne

D
.

Meanwhile, A∗(e) is a disk cover in e and it follows the

sDegree constraint. Thus we have

|A∗(e)| > |Ao(e)| and |A∗(e)| > ne

D
.

Then we finally get

|A(e)| 6 2|A∗(e)|. �

We have proved that the approximation ratio of DC-

DC in a single cell is 2. Next, we analyze the approxi-

mation ratio of DC-DC A computed by Algorithm 1 of

the whole WSN. Following the general approach of the

analysis of approximation algorithms designed by the

restriction method, we consider an optimal solution A∗

in the first phase and modify it to a feasible solution.

Subsequently, we compare this feasible solution with A

obtained by Algorithm 1.
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Theorem 5. Algorithm 1 always outputs a DC-

DC with its number of disks within eight times of the

optimum one.

Proof. For each disk in A∗ that intersects more than

one cells, we make additional copies of the disk and use

them to cover points in different cells. If a disk inter-

sects k cells, where 2 6 k 6 4, then we make k − 1

additional copies. Each copy is used to cover points in

a different cell. Note that one unit disk can intersect at

most four cells, and the modification will get a feasible

solution F , where |F | 6 4|A∗|.
Now we can prove that the solution A obtained by

Algorithm 1 satisfies that |A∗| < 2|F |. Since disks in

F in a cell e are a DC-DC of e, F has a lower bound

∪e∈cell(Q)A
∗(e). According to Theorem 5, we get

|A| = ∪e∈cell(Q) A(e)

6 ∪e∈cell(Q) 2A∗(e)

6 2|F |.

Hence, we have

|A| 6 2|F | 6 8|A∗|. �

Here we will see that the shifting policy greatly im-

proves the results of phase 1.

Theorem 6. The computed DC-DC after K − 1

shifts is (2 + 6/K)-approximation of the optimal solu-

tion.

Proof. Let P0 be the original partition and Pn be

the partition after n shifts. For a partition Pa where

0 6 a 6 K−1, the DC-DC of SG is denoted by Aa and

the DC-DC in cell e is denoted by Aa(e). Let B∗a(e) de-

note the set of disks in the optimal A∗ that intersects

cell e in Pa. Let the collection of all cells in Pa that lie

along a horizontal or vertical line be a strip. Let Ha

and Va be two sets of disks in A∗. A disk d ∈ Ha(Va)

if d intersects two horizontal (or vertical) strips. We

know that a disk intersects more than two cells, and it

must belong to both Ha and Va. Then we have

|Aa| = ∪e∈cell(Qa)Aa(e) 6 2 ∪e∈Cell(Qa) |B
∗
a(e)|, (9)

and

∪e∈Cell(Qa) |B
∗
a(e)| 6 |A∗|+ |Ha|+ |Va|+ |Va|. (10)

Note that a cell is excluding its right and top bound-

aries and the diameter of the disk is 1, and for partition

Pa and Pb (a 6= b), a disk cannot be in both Ha (or Va)

and Hb (Vb). Thus,

K−1∑
i=0

|Hi| 6 |A∗| and

K−1∑
i=0

|Vi| 6 |A∗|. (11)

Therefore, combining inequalities (9), (10) and (11), we

have

K−1∑
i=0

|Aa| 6 2

K−1∑
i=0

(|A∗|+ |Ha|+ 2|Va|) 6 2(K + 3)|A∗|.

(12)

Hence,

1

K

K−1∑
i=0

|Aa| 6 (2 +
6

K
)|A∗|.

According to the probabilistic method, we know that

there exists a value of a ∈ {0, 1, ...,K − 1} that |Aa| 6
(2 + 6

K )|A∗|, the DC-DC after (K − 1) shifts is a

(2 + 6/K)-approximation of the optimal DC-DC. �
Combining the two phases, we can get the solution

to the EHRD problem. Next, we analyze its perfor-

mance ratio.

Theorem 7. The performance ratio of ERDA is

(5 + 6
K ).

Proof. Let Opt∗, which is also a connected DC-

DC, be a minimum effective relay node deployment (M-

ERND), and C∗ be a Steiner tree connecting A with

a minimum number of Steiner points. The solution ob-

tained by our algorithm is A∪C. Because Opt∗ is also

DC-DC, we have

|A| 6 (2 +
6

K
)|A∗| 6 (2 +

6

K
)|Opt∗|. (13)

Let d be a disk in A. Suppose v is a node covered by

d, and d∗ is a disk in Opt∗ covering v. Then we know

that dist(d, d∗) 6 1 (dc). Hence, ∀ d ∈ A, ∃d∗ ∈ Opt∗,

and d is connected to d∗. In other words, Opt∗ will be

a feasible solution of the second phase. Then we have

|C| 6 3|C∗| 6 3|Opt∗|. (14)

Combining inequalities (13) and (14), we have

|A ∪C| 6 |A|+ |C| 6 (5 +
6

K
)|Opt∗|.

Therefore, the performance ratio of the whole algorithm

is 5 + 6
K . �

7 Simulation

In this section, we use Python to conduct some sim-

ulations and evaluate the performance of ERDA. In our

simulations, we randomly deploy sensor nodes in a 2D

virtual space. Each two nodes can be connected to

each other when the distance between them is at most

1. Moreover, we also ensure that the generated graph
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is connected. Since the initial deployment of SNs is

random, we run the algorithm for 10 times at each fol-

lowing plot with different initial SNs and the results are

presented with 90% confidence interval.

Fig.10 is a comparison among the solutions obtained

by ERDA with different values of K. We run ERDA

on the same graph with K = 1, 2 and 3 respectively.

The number of SNs varies from 50 to 1 000 at intervals

of 50. The sDegree constraint is 5.
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Fig.10. ERDA with different values of K.

From Fig.10, it is clear that the case K = 3 has

the best performance while the performance of the case

K = 1 is comparatively poor. This case is reasonable in

that the approximation ratio of ERDA is 5+6/K and a

larger K will increase the probability of finding a good

solution. Meantime, we also observe that the running

time of ERDA will increase as K increases during the

process of the simulation.

To confirm the effectiveness and efficiency of our so-

lution, we compare ERDA with some other algorithms.

Given that no previous work uses a similar model, we

compare our algorithm with: 1) a solution based on [23]

(MCDS), and 2) a simple greedy deployment solution

(GDS) which directly deploys an ERN at the location

of the nearest uncovered SN.

A set of comparisons between running results of

ERDA, MCDS and GDS are shown in Fig. 11. The

inputs are WSNs with 10, 50, 100, 200 and 500 SNs.

According to Fig.11, ERDA always adds the least num-

ber of EHRs. It is easy to confirm that the ERND of

ERDA is an optimal deployment.

Fig. 12 shows the average ERND size against the

number of SNs. The number of nodes varies from 50 to

1 000 at intervals of 50. The sDegree constraint D is set

to 5 and the sidelength K of cells is set to 2. It is clear

that the difference among ERDA, MCDS and GDS

increases with the number of nodes. To confirm the

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Fig.11. Samples of WSNs with different numbers of SNs. (a)
Deployments of ERDA with 10 SNs. (b) Deployments of MCDS
with 10 SNs. (c) Deployments of GDS with 10 SNs. (d) Deploy-
ments of ERDA with 50 SNs. (e) Deployments of MCDS with
50 SNs. (f) Deployments of GDS with 50 SNs. (g) Deployments
of ERDA with 100 SNs. (h) Deployments of MCDS with 100
SNs. (i) Deployments of GDS with 100 SNs. (j) Deployments
of ERDA with 200 SNs. (k) Deployments of MCDS with 200
SNs. (l) Deployments of GDS with 200 SNs. (m) Deployments of
ERDA with 500 SNs. (n) Deployments of MCDS with 500 SNs.
(o) Deployments of GDS with 500 SNs.

better performance of ERDA in a larger scale network,

we run the three algorithms on samples with a greater

number of SNs. The increase in SNs inevitably causes

an increase in the number of added EHRs, but ERDA

remains reasonable and does not exceed 500 nodes on

average for the scenario with 1 000 nodes, which shows
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the great superiority of ERDA. With ERDA, the num-

ber of EHRs deployed can be reduced by up to 45%

compared with MCDS and up to 29% compared with

GDS. Fig. 13 shows EHRs of ERDA when the input

numbers of SNs are 800, 900 and 1 000 respectively.

The numbers of added EHRs do not show a large in-

crease with the addition of SNs which can also be seen

in Fig.12.

 0

 100

 200

 300

 400

 500

 600

 700

 800

 1  2  3  4  5  6  7  8  9  10

A
v
e
ra

g
e
 E

R
N

D
 S

iz
e

Number of SNs (Τ102)

ERDA K=2
MCDS
GDS

Fig. 12. Average numbers of EHRs deployed compared with
MCDS and GDS.

8 Conclusions

In this work, we investigated the energy harvest-

ing relay deployment (EHRD) problem in the conven-

tional wireless sensor network, aiming to upgrade the

conventional WSN with the advantage of energy har-

vesting capacities. This is the first of its type, to our

knowledge, on energy harvesting relay deployment in a

conventional WSN without candidate locations, which

is both theoretically and practically significant in this

area. We reduced the EHRD problem to a constrained

disk cover problem and proposed an approximation al-

gorithm named Effective Relay Deployment Algorithm

(ERDA) to resolve this issue. ERDA consists of two

phases: disk covering and connector insertion. In these

two phases, ERDA utilizes the partitioning technique

and the Steinerization technique respectively. It is

general and easy to incorporate future development in

algorithm designs for the SMT-MSP problem. To eva-

luate the performance of ERDA, we proved its perfor-

mance ratio is (5 + 6/K), where K is an integer de-

noting the side length of a cell after partitioning. Our

simulation results also exhibited the outstanding per-

formance of ERDA. To guarantee the survivability and

reliability of the WSN, we converted the energy causal-

ity constraint to a static sDegree constraint ensuring

every EHR will have enough time to absorb energy.
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