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Abstract—Remote Direct Memory Access(RDMA) technology rapidly changes the landscape of nowadays datacenter applications.

Congestion control for RDMA networking is a critical challenge. As an end-to-end layer 3 congestion control mechanism, Datacenter

QCN (DCQCN) alleviates the unfairness and head-of-the-line blocking problems of Priority-based Flow Control (PFC). However, a

lossless network does not guarantee low latency even with DCQCN enabled. When network congestion happens, switch queues still

build-up due to the response latency of end-to-end solutions. In this article, we propose Predictive PFC (P-PFC) to reduce tail latency

in RDMA networks. P-PFC monitors the derivative of buffer occupation, predicts the happening of PFC trigger in the future, and

proactively triggers PFC pause in advance. The benefit is that buffer usage can be maintained at a low level, hence the tail latency

can be controlled. Preliminary evaluation results demonstrate that P-PFC can reduce tail latency by more than half of that in standard

PFC in many scenarios, without hurting the throughput and average latency. P-PFC can also protect innocent flows compared with

standard PFC according to our experiments. To our best knowledge, this is the first work of using derivative to improve PFC in

lossless RDMA networks.

Index Terms—Data center networks, congestion control, PFC, RDMA

Ç

1 INTRODUCTION

REMOTE Direct Memory Access (RDMA) technology rap-
idly changes the landscape of nowadays datacenter

applications [1], [2], [3], [4], [5], [6]. By implementing the
protocol stack on the host NIC(s), RDMA provides lower
latency and higher per-connection throughput with nearly
zero CPU consumption.

Congestion control is a critical challenge for RDMA net-
working. RDMA demands a lossless network, where there
is no packet loss due to buffer overflow at the switches.
RDMA over Converged Ethernet v2 (RoCEv2) [7], [8] stan-
dard supports RDMA over the converged enhanced Ether-
net and IP networks. To prevent buffer overflow, its
Priority-based Flow Control (PFC) mechanism can pause
the upstream Ethernet port (or a particular priority class)
when buffer occupancy reaches a specified threshold. By
inverting the congestion level by level to the upstream node
until the network terminal devices, PFC shifts the conges-
tion from the network center to the edges. As a coarse-
grained, hop-by-hop layer 2 congestion control mechanism,
PFC has fundamental problems such as unfairness and
head-of-the-line blocking [9], [10], [11], [12]. To solve these
two problems, [Data Center Quantized Congestion Notifica-
tion (DCQCN)] uses an end-to-end layer 3 approach which
can perform congestion control and suppress the PFC

mechanism [10]. DCQCN requires standard [Random Early
Detection (RED)] [13] and [Explicit Congestion Notification
(ECN)] [14] support from switches to encode congestion
information into packets. At the receiver, it uses the existing
Congestion Notification Packet (CNP) mechanism [15]
defined in RoCEv2 to notify the senders. A sender uses
explicit rate control, and decreases/increases an individual
flow’s rate based on the received CNP packets.

A key issue for end-to-end congestion control schemes is
that the convergence process is not fast enough in certain
scenarios such as incast. It leads to high buffer occupation
during the converging process. The high buffer occupation
further leads to increased latency, which is critical for RPC-
like (Remote Procedure Call) data center applications [11].
Although RDMA technology can eliminate the large latency
with bypassing the host network stack, the large latency
incurred by the long queue (up to milliseconds) in switches
will also hurt latency-sensetive applications. Because the
FCT (Flow Completation Time) of these applications can be
only several microseconds. Note that increased latency
increases the control loop of end-to-end schemes which can
further slow down the convergence.

To illustrate the buffer overflow problem, we perform sim-
ulations of incast [16] scenarios on an NS3 RDMA simula-
tor [10]. Each host is connected to a 40 Gbps PFC-enabled
switch with link propagation latency of 1 ms. The size of the
shared buffer in the switch is 4 MB (marked by the black dot-
ted lines in Fig. 1). We mark the queue length as red lines and
the time points when senders receive a CNP packet as green
short vertical lines. First, we demonstrate a 16:1 incast scenario
in Fig. 1a. Please notice that in RDMA environment, each host
sends packets at line rate (at 40 Gbps) rather than window-
based. While DCQCN is enabled and functioning correctly in
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this scenario, the occupied buffer size quickly grows to the
capacity of shared buffer and there is a congestion phase
marked as the black square in Fig. 1a. As a result, the PFC
mechanism is triggered repeatedly. After several rounds of
CNP packets generation in the receiver and the DCQCN con-
gestion control in the senders, the occupied buffer size starts
decreasing. Nevertheless, any passing-through flow that
shares either the in-port or the out-port with these incast flows
would suffer frommaximum tail latency of around 830ms.

To understand the PFC patterns, we draw the PFC frames
received by an upstream port during 75 ms and 95 ms
in Fig. 1b. Each rectangular represents a received PFC packet
with a fixed pause time of 5 ms. We observe that these rectan-
gles overlap with each other which means that an upstream
port receives PFC pauses continuously during the conges-
tion phase. The upstream port is thus paused for a long time,
which eventually can lead to cascading PFC pauses in
upstream switches. We next consider a less severe conges-
tion scenario, a 10:1 incast, in Fig. 1c. In this case, the maxi-
mum buffer size is about 3.4MB, which is below the capacity
of shared buffer. Although this case will not trigger the PFC
mechanism, the queue length still builds up and the tail
latency is 685ms.

In this paper, we propose Predictive PFC (P-PFC) to
reduce tail latency in lossless datacenter networks. Our key
observation is: the switch can predict that congestion will hap-
pen by monitoring the derivatives of buffer change. Unlike the
traditional PFC mechanism, P-PFC proactively triggers PFC
pause by monitoring the derivative of the buffer occupation.
Therefore, P-PFC can quickly react to the ephemeral conges-
tion before the queue length actually builds up. This quick
reaction buys time for the more accurate end-to-end
schemes, such as DCQCN. The benefit is that buffer usage
can be maintained at a low level during the congestion
period, hence the tail latency can be controlled. Moreover,

P-PFC uses a conservative prediction algorithm so that it
has low false alarm rate, i.e., it will not generate a pause
message unless the pause message will be generated in a
near future by the traditional PFC with high probability. To
avoid hurting the throughput and average latency, P-PFC
uses carefully designed algorithms to determine the condi-
tion for predictive PFC pauses, the upstream ports that
should be paused, and the duration of each pause. Prelimi-
nary evaluation results demonstrate that P-PFC can reduce
tail latency by more than half of that in standard PFC in
many scenarios, without hurting the throughput and aver-
age latency. According to our experiments, P-PFC can also
protect innocent flows compared with standard PFC. Com-
pared with total reduced tail latency, the total pause time
caused by P-PFC does look negligible.

The rest of paper is organized as follows. Section 2 intro-
duces the relative background knowledge and explains the
some intuitions of P-PFC. Section 3 analyzes the perfor-
mance of P-PFC compared with standard PFC theoretically.
Section 4 provides the detailed designs of algorithms in
P-PFC. In Section 5, we evaluate the performance of P-PFC
with DCQCN and TIMELY [11] in a variety of scenarios. In
Section 6, we give some interesting discussions about
P-PFC. Section 7 concludes the paper.

2 BACKGROUND AND INTUITION

2.1 PFC Mechanism

PFC is a hop-by-hop layer 2 congestion control mechanism.
Downstream switches can send PFC pause packets to
upstream switches to control the traffic. Once an upstream
port receives a pause message, it should stop data transmis-
sion for a given priority class based on the priority and pause
duration specified in the pause message. After the pause
duration expires (or reception of a new pause message with a
pause duration of zero), the upstream port resumes data
transmission. According to the standard IEEE 802.3x Pause
and PFC frame format [17], each priority has its own indepen-
dent pause duration, which can be set to a numeric value. PFC
is triggered by the usage of the switch ingress buffer, which is
actually a counter. All packets are buffered at the central
memory. Each packet is counted in both ingress and egress
ports. Shared buffer switch divides buffer into two logic parts,
i.e., the reserved buffer and the shared buffer. A reserved buffer is
exclusively owned by the ingress queue of a port (or a prior-
ity). Take the Mellanox switch SN2700 as an example. It
divides shared buffer into several pools and each priority of a
port can be mapped to a specific pool. A pool can be config-
ured in the dynamic mode, where it uses a configurable
parameter a to define the maximal buffer space for a priority,
which is less than a � free pool space. Each ingress port first
uses the shared buffer, which is usually controlled by the a

value. When the shared buffer is going to be used up, the
ingress port begins to use its own reserved buffer. When a
small threshold value (e.g., 17 KB) of the port reserved buffer
is exceeded, it generates pause to the given upstream port/
priority. The rest of the port reserved buffer is used to absorb
on-flight packets on the wire before a pause message reaches
the upstreamport and takes effect.

PFC Drawbacks. [Suppose two flows come in a switch
from the same in-port. One flow’s out-port is severely

Fig. 1. Latency increases due to (a), (b) 16:1 incast with PFC generation,
and (c) 10:1 incast with queue built up.
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congested. Its packets accumulate then the in-port sends
PFC pause frames to block the source port of the link. Now
the other flow, although targets a different out-port, is also
blocked. This is the Head-Of-Line (HOL) problem caused
by PFC. PFC also leads to unfairness problem [10]. When
multiple flows from different in-ports cause congestion at
an out-port, all ports can be suspended regardless of their
fair share of bandwidth.]

2.2 Incast is a Tough Nut in RDMA Network

[Incast is a many-to-one communication pattern [18] that
typically occurs in high-performance data centers, espe-
cially for distributed storage (e.g., Ceph [19]) and computing
applications (e.g., Key-value store [1]). When a client
machine sends query requests to a set of servers, the servers
may respond at almost the same time. The large amount of
traffic generated by these nodes accumulate at the switch’s
out-port to the client machine. When the egress buffer is
full, PFC generation is inevitable.]

Incast control has been studied for many years in TCP
networks [20]. The solutions can be generally divided into
two categories: window-based solutions [18], [21] and
recovery-based solutions [16], [22]. While both of two kind
of these solutions have some important drawbacks and it’s
hard to apply them to RDMA network directly. First, the
incast problem only worsens with shallow buffered com-
modity switches that only provide 100 KB of packet buffer
per 10 Gbps port [23] as well as in high-speed network (e.g.,
100 Gbps) where switch buffer per port per Gbps decreases
as link speeds go up. Second, even if congestion control
algorithms like DCQCN and TIMELY estimate each flows
fair-share correctly, bursty flow arrival [21], [24] still causes
unbounded queue build-up and tail latency, this is deadly
enough for many applications like online business, storage,
games, videos, etc. According to Fig. 1a, we can find the del-
uge of packets in high-bandwidth network can fill shallow
buffer of switch when the first signal packet like CNP just
comes back. PFC is a hop-by-hop congestion control mecha-
nism and it can react fast enough to deal with incast conges-
tion although it has so many notorious problems. What
P-PFC wants to do is to fully leverage the quick reaction of
PFC and avoid its drawbacks as far as possible at the same
time by carefully designed algorithm. We believe P-PFC is a
good start to face and improve the traditional PFC mecha-
nism instead of escaping from it.

2.3 Buffer Control With Predictive PFC

A key idea of P-PFC is to send the PFC message in advance
that the traditional PFC will eventually send with high
probability. To illustrate this and how predictive PFC
pauses can help control the buffer size, consider the exam-
ple shown in Fig. 2a. The switch has three data input ports
P1, P2 and P3 attached with sender hosts X, Y and Z
respectively. They all forward data packets to output port
P4 which is attached with a receiver host O. The propaga-
tion delay is 1 time unit for all physical links. Suppose that
X and Y each sends one unit of data per time unit to O and
Z periodically sends packets to O each with a negligible
size. Also suppose that O can only receive 1 unit of data per
unit time. As the total sending rate of P1 and P2 is higher

than the receiving rate of P4, the queue in the switch builds
up with a speed of 1 unit per time unit. Let’s assume that
shared buffer has a size of 3 data units, reserved buffer is 1
data unit, and the pause duration is 4 time units. [In Figs. 2b
and 2c, the green squares represent the accumulated pack-
ets in the buffer. The black arrows represent data packets
sent from hosts X, Y and Z. The red arrows represent PFC
pause frames sent to hosts X, Y and Z.] Therefore, standard
PFC mechanism may use up all shared buffer as shown in
Fig. 2b. It waits until the start of time slot 4 to send PFC
pauses to X and Y respectively. With one time unit for the
message to be received by X/Y , the buffer size reaches its
peak of 4 data units at the end of time slot 4. While the
buffer gradually drains from 4 units to 0 during the follow-
ing slots, the high buffer occupancy leads to higher latency
for packets from Z. From Z’s point of view, the average
latency is ð1þ 2þ 3þ 4þ 3þ 2þ 1Þ=8 ¼ 2 time units, and
the tail latency is 4 time units.

Now suppose that we use P-PFC to predict the buffer
occupation before sending PFC. As the switch finds that its
shared buffer is increasing at a speed of 1 units per time
slot, it can predict that the buffer will be used up in the next
few slots. Therefore, it can proactively send out PFC pause
at the end of time slot 1. The pause duration can be calcu-
lated by the expected buffer draining rate when X/Y are
paused. In this case, the pause is set to be 2 time units as
shown in Fig. 2c. At the end of time slot 2, the buffer occu-
pancy reaches its peak of 2 data units and the pause frame
reaches X/Y . By repeating this process, the predictive PFC

Fig. 2. PFC-based buffer control (a) Topology, (b) Fixed PFC threshold,
and (c) Predictive PFC generation
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can control the buffer size before the end-to-end congestion
control takes effect. Note that P4 is still sending at its full
rate during the whole process so that the throughput is not
harmed. Compared with the traditional approach, the aver-
age latency is only ð1þ 2þ 1Þ � 2=8 ¼ 1 time units, and the
tail latency is 2 time units. Both the average and tail latency
are reduced by half. In this way, P-PFC provides a quick
reaction mechanism to ephemeral congestions.

Note that P-PFC is different fromQCN [7]. QCNonly reacts
to the derivation of egress queues, while P-PFC considers both
ingress and egress buffer usage. Besides ingress queues,
CaPFC [25] monitors the length of egress queues. CaPFC sets a
fixed threshold of egress queue length to trigger PFC proac-
tively. As a comparison, P-PFC takes the consumption rate of
the ingress buffer into account.

2.4 Simply Reduce Shared Buffer?

An interesting question is: Is P-PFC equivalent to simply
reducing the allowed usage of shared buffer? For example, if we
simply reduce the shared buffer to 1 data unit in Fig. 2, we
can control the buffer size similar to P-PFC. However, there
is a fundamental difference between P-PFC and the straight
forward approach of reducing shared buffer. The prediction
made by P-PFC is based on both the current buffer occupa-
tion and the derivative of the buffer occupation. By predict-
ing the future buffer size, P-PFC only reacts to sudden
buffer surges that cannot be timely handled by end-to-end
schemes. If the buffer occupation increases slowly, P-PFC
would not over-react by triggering the PFC at an early stage.
Instead, P-PFC would allow the buffer to increase to a mod-
erate size and let end-to-end schemes to handle the conges-
tion with a fine-grained way.

To compare P-PFC with reduced shared buffer, we per-
form experiments on a 16:1 incast scenario. We first measure
the peak buffer occupation of P-PFC and then reduce the
shared buffer of a standard PFC algorithm to the same value
(i.e., around 1.1 MB). In this way, the peak buffer occupation
for P-PFC and reduced shared buffer approach are the
same. We also run the same simulation without modifying
the PFC threshold and purely use DCQCN to control the

traffic. From Fig. 3, we observe that P-PFC generates much
less PFC messages than both the other two approaches. If
reduce shared buffer, the system generates a large amount
of PFC due to the false alarming when the buffer occupation
exceeds the reduced value. For the unmodified approach,
the system generates more PFC messages because it needs
to use short pauses to repeatedly control the buffer size
before DCQCN takes effect. The total upstream pause time
for the reduced shared buffer approach is also much longer
than the others by over 1000 ms. This might hurt the
upstream flows as well as the throughput. The P-PFC
approach has similar total pause time as the unmodified
case, showing that it is mostly harmless to the throughput.

3 THEORETICAL ANALYSIS

In this section, we theoretically analyze the performance of
P-PFC compared with standard PFC. We first present our
network model. Without loss of generality, our model cap-
tures the n : 1 incast network scenario, where n sources si
communicate with one destination r simultaneously via a
single switch. The sending rate of each source is viðtÞ and
the receiving rate of the destination is vrðtÞ. The queue in
the switch begins to build up when

Pn
i¼1 viðtÞ � vrðtÞ > 0.

The delay between the sender si and the switch is di. The
queue size is assumed to be Q, beyond which the packets
will be dropped. We denote the current queue length by
qðtÞ, which varies with the time t. For traditional PFC mech-
anism, the switch starts to send PFC pause frame once the
queue length is larger than the pre-defined threshold Kmax,
and resume the transmission when the queue length
decreases to Kmin. For convenience, we summarize impor-
tant notations in Table 1.

Let us introduce three related notations first.

Definition 3.1 The queue length varying rate. The queue
length varying rate vðtÞ at t can be defined as the difference
between the total sending rate and the receiving rate: vðtÞ ¼Pn

i¼1 viðtÞ � vrðtÞ.
Definition 3.2 The changes of queue length. The changes

of queue length during the time intervals Dt can be defined asR Dt
0 vðtÞ dt.
From the definition above, we can conclude that the cur-

rent queue length qðtÞ begins to increase when vðtÞ > 0,

Fig. 3. Number of PFC messages and pause time.

TABLE 1
Key Notations in This Paper

n The number of the senders in our model.
si The ith sender. There are n senders in our model.
viðtÞ The sending rate of sender si at time t.
r The receiver r. There are only one receiver in our model.
vrðtÞ The receiving rate of receiver r at time t.
ci The link capacity corresponds to the sender i. viðtÞ � ci
di Delay between the sender si and the buffer.
d Delay between the buffer and the receiver r.
qðtÞ The current queue length at t.
Q The queue size.
Kmin The minimum PFC threshold.Kmin < Q
Kmax The maximum PFC threshold.Kmax < Q
Tthres The threshold for the remaining time, which is used for

P-PFC
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begins to decrease when vðtÞ < 0 and keeps the same when
vðtÞ ¼ 0.

Definition 3.3 The remaining time. The remaining time T
can be defined as the division between the vacant queue size and

the varying rate of queue length: T ¼ Q�qðt�Þ
vðt�Þ

The remaining time captures that how fast the total
queue space will be used up. It’s a reasonable metric to
determine when to send PFC pause frame. Compared with
the static threshold Kmax for PFC, P-PFC dynamically send
PFC pause frame based on the remaining time and can flexi-
bly adjust the sending time instant.

Theorem 3.1. The tail latency of P-PFC is less than or equal to
that of PFC if the following condition holds.

Tthres >
Q�Kmax

vðtÞ : (1)

Proof. Assume the initial time is t0 in which the switch
queue is empty. The queue length increases to Kmax at
t0 þ Dt, and the switch begins to send PFC pause frame to
si. We have the following:

Kmax ¼
Xn
i¼1

Z t0þDt

t0

viðtÞ dt�
Z t0þDt

t0

vrðtÞ dt:

Due to the transmission delay of PFC pause frame, the
sending rate viðtÞ for si cannot be reduced to zero imme-
diately and the queue length will go on increasing for a
short time. The maximum queue length Lpfc for PFC can
be given by

Lpfc ¼ Kmax þ
Xn
i¼1

Z t0þDtþd�

t0þDt

viðtÞ dt�
Z t0þDtþd�

t0þDt

vrðtÞ dt:

where d� ¼ argminidi
For P-PFC, let t� denotes the time point in which the

equation below holds.

Q� qðt�Þ
vðt�Þ ¼ Tthres: (2)

Combining (1) and (2), we obtain,

t0 � t� � t0 þ Dt (3)

The current queue length qðt�Þ can be formulated as

qðt�Þ ¼
Xn
i¼1

Z t0þt�

t0

viðtÞ dt�
Z t0þt�

t0

vrðtÞ dt:

P-PFC proactively sends PFC pause frame at t�. Tak-
ing the transmission delay into account, the maximum
queue length LPPFC for P-PFC can be given by

Lppfc ¼ qðt�Þ þ
Xn
i¼1

Z t0þt�þd�

t0þt�
viðtÞ dt�

Z t0þt�þd�

t0þt�
vrðtÞ dt

¼
Xn
i¼1

Z t0þt�þd�

t0

viðtÞ dt�
Z t0þt�þd�

t0

vrðtÞ dt:

(4)

From (3) and (4), we have,

Lppfc �
Xn
i¼1

Z t0þDtþd�

t0

viðtÞ dt�
Z t0þDtþd�

t0

vrðtÞ dt ¼ Lpfc:

The inequation Lppfc � Lpfc concludes the proof. tu
Theorem 3.2. P-PFC cannot result in the throughput loss if the

pausing time satisfies the following condition.

Tp <
qðt�Þ þ vðt�Þ � d�

vrðt�Þ

where t� satisfies the Equation (2).

Proof. The PFC pause frame is triggered by the switch at t�,
the current queue length is qðt�Þ. When the PFC pause
frame arrives each source si, the queue length becomes
qðt�Þ þ vðt�Þ � d�. Since the sending rate has already reduced
to zero, the queue will become empty after qðt�Þþvðt�Þ�d�

vrðtÞ . Thus

the necessary and sufficient condition without throughput

loss for P-PFC is Tp < qðt�Þþvðt�Þ�d�
vrðt�Þ . tu

4 SYSTEM DESIGN

4.1 Design Overview

P-PFC works on switches (congestion point) without changes
to end hosts. Fig. 4 shows P-PFC generation procedure. P-PFC
first checks whether the length of egress queue exceeds the
ECN threshold of Kmax and only performs prediction when
there is congestion. This is to allow the end-to-end congestion
schemes to get enough congestion signals like ECN tagged
packets while P-PFC is working. We will explain why to use
egress queue in detail later. Under congestion, P-PFCperforms
the following these steps repeatedly with an interval of 1 ms:
(1) predicts whether PFC should be proactively triggered, if it
is true thendo (2) chooses the ports to send the PFCpause, and
(3) calculates the pause time.

4.2 Prediction

To predict whether we should send the PFC pause or not, P-
PFC first monitors the consumption speed of the shared

Fig. 4. [P-PFC procedure.]
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buffer. This is done by counting the buffer increase for each
ingress queue with an interval of 1 ms. [increment½port�
½priority� represents the buffer increase for each ingress
queue and each priority.] We then sum up the counts for
individual ports to get Incrementtotal, the increase of the
whole switch memory. With the size of the free space in the
shared buffer, switch spaceleft, we can calculate the time
required for the shared buffer to be used up. If the remain-
ing time is smaller than a given threshold of T , P-PFC will
consider sending a predictive PFC pause message, as shown
in Algorithm 1. Note that the predictive PFC is based on the
prediction of future buffer size, rather than the current
buffer size. This allows P-PFC to react for a predefined time
interval of T before the standard PFC. In the meanwhile, if
it still takes some time to use up the shared buffer, P-PFC
would wait to see if other congestion control mechanisms
would help.

Algorithm 1. Prediction

Require: Increment of each port and priority
Ensure:Whether to send PFC message
1: for each port and priority do
2: Get increment½port�½priority�
3: Incrementtotal += increment½port�½priority�
4: end for
5: remainingtime =

switch spaceleft
Incrementtotal

6: if remainingtime < T then
7: Run Algorithm 2 and Algorithm 3
8: else
9: exit
10: end if

Algorithm 2. Choosing the Ports to Pause

Require: Composition of the egress queue, Increment of each
port and priority
Ensure: A group of ports that should be paused
1: while fractiontotal < R do
2: Choose ports randomly according to their fraction in egress

queue
3: if increment½port�½priority� > 1 then
4: Mark the port
5: fractiontotal += fraction½port�½priority�
6: end if
7: end while

4.3 Choosing the Ports to Pause

After P-PFC determines that PFC message should be sent,
the next step is to determine the ports that we should tem-
porally pause. When selecting the ports to pause, we should
not hurt the innocent flows and find out the ringleader of
the congestion.

To protect innocent flows, we first rule out ports that
have a decreasing buffer occupation. This can be done by
finding out ingress queues with negative buffer increase
speeds. Second, we choose ports with a probability that is
proportional to its buffer occupation in a similar way as in
RED. Considering the example shown in Fig. 5, the port A
accounts for 80 percent of the egress queue, port B and port

C accounts for 10 percent respectively. In this example, port
A will be paused with a probability of 80 percent. Third, we
will only pause a fraction of candidate ports. As shown in
Algorithm 2, we iteratively select ports to be paused until
the group of paused ports account for a fraction of buffer
occupation larger than a given threshold of R.

4.4 Calculating the Pause Time

Now we need to decide how long to pause the upstream is
appropriate. According to IEEE 802.3x PFC frame format,
numeric values can be used directly to describe the
requested duration of PAUSE for each CoS. The PAUSE
duration for each CoS is a 2-byte value that expresses time
as a number of quanta, where each represents the time
needed to transmit 512 bits at the current network speed.
While typical implementations will not try to set a specific
duration for PAUSE, instead relying on the X-ON and
X-OFF style behavior that can be obtained by setting PAUSE
for a large number of quanta and then explicitly resuming
traffic when appropriate. But we think leveraging this dura-
tion wisely rather than using simple X-ON and X-OFF style
is more meaningful. The algorithm of how to calculate the
pause duration of each port is shown in Algorithm 3.
[packets½port�½priority� denotes packets number in the egress
queue and each priority.] According to Algorithm 3, the
pause time contains two parts which correspond to
packets½port�½priority�
Transmissionspeed

and increment½port�½priority�
Transmissionspeed

respectively. The first

part of the pause time is used to empty the packets buffered
in the egress queue and the second part is used to absorb
the packets in flight.

Algorithm 3. Calculate Pause Time

Require: A group of ports that should be paused, Composition
of the egress queue, Increment of each port and priority
Ensure: The time that the port should be paused
1: for each port and priority that should be paused do
2: Get packets½port�½priority� in the egress queue

3: duration½port�½priority� = packets½port�½priority�þincrement½port�½priority�
Transmissionspeed

4: end for

Reconsider the example in Fig. 5, port A should be
paused longer as it has more packets than the others in the
egress queue. We also take the increment of the port into
consideration. If the increment of the port is more than other
ports, it should be also paused longer and this can help miti-
gate the upcoming congestion.

5 EVALUATION

In this section, we evaluate the performance of P-PFC with
DCQCN and TIMELY in a variety of settings using NS-3. At

Fig. 5. [Example of packets in an egress queue.]
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the same time, P-PFC is compared with Congestion Aware
Priority Flow Control (CaPFC) proposed in [25] to compare
the influence on tail [latency]. We set the speed of each link to
40Gbps, the delay of each link to 1ms, the size of shared buffer
to 4MB and the total size of the buffer to 9MB, the size of each
packet to 1 KB and the throughput of each flow to 40 Gbps in
all the experiments. To induce incast scenarios, we create the
burst of flows that similar to the flows generated by files copy
in distributed storage systems like Ceph [26].

5.1 P-PFC Benefits DCQCN and TIMELY

We use the 6:1 and 16:1 incast scenarios to study the perfor-
mance of P-PFC in terms of the switch queue length and tail
latency. Simulation parameters for DCQCN are listed in
Table 2. T and R (marked with star) are new parameters
introduced in P-PFC. We will discuss them in section 6.1.
The value of all other parameters are borrowed from
DCQCN and TIMELY paper [11] directly.

P-PFC can reduce the maximum queue length and the tail
latency by about 4x when used along with DCQCN and
TIMELY. Fig. 6a shows the buffer size of both P-PFC and
the standard PFC mechanism. We observe that the maxi-
mum switch queue length of P-PFC is 1002 KB, while stan-
dard PFC uses up the whole switch buffer space. Due to

lower queue length, we find that the tail latency can also
reduce by over 2x. We observe that P-PFC reacts much ear-
lier than the DCQCN and TIMELY due to the prediction
based PFC mechanism. For 16:1 incast, the DCQCN conver-
gence time for P-PFC is reduced by 50 percent compared to
the standard PFC mechanism. This is because smaller queue
length also reduces the control loop length for end-to-end
control schemes. We can get similar results from Fig. 6b that
means P-PFC can also work well with TIMELY.

5.2 P-PFC Does Not Hurt DCQCN or TIMELY

P-PFC is robust and would not be triggered under moderate conges-
tion. To see whether P-PFC would overreact under moderate
congestion, we perform 6:1 and 16:1 incast experiments with/
without P-PFC while enabling DCQCN and TIMELY. From
Fig. 6a, we observe that the maximum queue length for both
case is 1,702KB and two curves coincide, whichmeans almost
no PFCpausemessages are sent in both cases. Similar findings
have beenmade fromFig. 6b for TIMELY. In such less conges-
tion scenarios, P-PFC behaves like standard PFC and does not
send PFC pauses. Since DCQCN is more common in RDMA
networks, we focus on the evaluation of P-PFC+DCQCN
below.

P-PFC would not over-set the pause time and hurt the user
throughput. We also test the throughput of user traffic under
different incast degrees with P-PFC and without P-PFC for
DCQCN. The result is shown in Fig. 7, the throughput for
both cases are almost the same under different incast
degrees, which proves that P-PFC does no harm to through-
put or stability at all. Each sever can still be assigned correct
throughput by DCQCN with P-PFC.

P-PFC only ignites when length of egress queue exceeds
the ECN threshold of Kmax, in other words P-PFC only
starts after DCQCN finishing its work for tagging ECN
flags. That means P-PFC will not affect the stability and con-
vergence of DCQCN that has been discussed in the fluid
model in [10].

5.3 P-PFC Could Control the False Alarm Rate

In large-scale RDMA network, PFC message is common but
dangerous cause too much PFC message could bring all
kinds of trouble [9]. So how P-PFC control the false alarm
rate to avoid sending too much unnecessary PFC message
becomes an important problem. At present P-PFC mainly
uses parameter T to guarantee low false alarm rate. For
example, the congestion degree of 4:1 and 6:1 incast scenario

TABLE 2
NS-3 Simulation Parameters

Parameter Value Description

T
?

100 ms See algorithm 1
R

?
80% See algorithm 2

Kmax 200 KB Parameters of ECN
Kmin 40 KB Parameters of ECN
Pmax 1 Parameters of ECN
g 1/256 Parameter for rate decrease
RAI 40 Mbps Rate increase step
Timer 55 ms TIMER for rate increase
Byte Counter 10 MB Byte Counter for rate increase
CNP Interval 50 ms Interval between sending CNP

Fig. 6. Performance of DCQCN and TIMELY with/without P-PFC in dif-
ferent incast scenario.

Fig. 7. Throughput under different incast degrees.
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are low so they should not incur any PFC message from
standard PFC or P-PFC. As shown in Table 3, by using suit-
able value of T , P-PFC would send no PFC message. We
will discuss how to set T in Section 6.1.

5.4 P-PFC Try to Protect Innocent Flows

P-PFC does consider protecting innocent flows in [many] ways.
As shown is Fig. 4, P-PFC is different from traditional PFC,
it will only be triggered when the length of egress queues
exceeds the threshold instead of ingress queues. That means
P-PFC only pauses those flows that really cause the conges-
tion of egress port. We conduct some simple experiments to
illustrate this. The topology of this experiment is shown in
Fig. 8, all hosts are connected by one switch, host group 1
has 16 hosts, host group 2 has 4 hosts and host group 3 has
just one host. All hosts, links and switches used in these test-
beds are the same as before. Each host group sends packets
to one receiver at 40 Gbps and the path is colored differ-
ently. We find only host group 1 receives a lot of PFC mes-
sages and neither group 2 nor group 3 receives. Host group
3 receives no PFC message because its flows don’t go
through the congested egress port, they must not be paused
by P-PFC. However, even though there are multiple hosts
in host group 2 sending packets to one receiver, it also
receives no PFC message because the Kmax threshold in
Fig. 4 plays a role, the threshold can let P-PFC bear transient
slight congestion at egress port. This makes P-PFC will not
react aggressively, it won’t consider sending PFC message
until the egress queue length exceeds a threshold. There-
fore, P-PFC won’t interfere the working of ECN tagging and
can leave DCQCN largest space to take effect.

According to Algorithm 2, even for the flows that pass through
the same congested egress port, P-PFC will not simply pause them
all. P-PFC chooses ports to pause with a probability that is
proportional to its buffer occupation. In other words, P-PFC
always wants to find out which ports deserve much of the
blame for the congestion and then to pause them. We also
use a 16:1 incast scenario to illustrate this, but we let hosts
send packets at different rates shown in Fig. 9a. 3 hosts use
1 Gbps throughput, 5 hosts use 10 Gbps throughput, 4 hosts
use 20 Gbps throughput and the other 4 hosts use 40 Gbps
throughput. As shown in Fig. 9b, we snapshoot the occupa-
tion of different hosts in egress buffer. Then we can observe

that the occupation in egress buffer of each host coincides
with their throughput in Fig. 9a. From Fig. 9c, we finally
find out the occupation in egress buffer of each host results
in the number of PFC messages they received directly. Like
Algorithm 2 designed, if a host sends packets at lower rate,
it will accumulate fewer packets in egress port and P-PFC
will send less PFC messages to it.

P-PFC also tries to guarantee fairness by calculating pause
time for each host independently and dynamically. With
Algorithm 3, we calculate the pause time primarily accord-
ing to the occupation of each host in egress buffer. The key
idea is similar with Algorithm 2. If a host has more packets
in egress port then we consider it should take more respon-
sibilities for the congestion and P-PFC will naturally pause
it longer. This ensures even a host with low-speed is paused
by P-PFC with a small probability, it will not be paused for
a long time. That is why P-PFC use a dynamical pause time
instead of a fixed value. As shown in Fig. 10, we compare
using dynamical pause time and several fixed pause time in

TABLE 3
Number of PFC Message with Different T

scenarios T = 50 ms T = 100 ms T = 150 ms

4:1 incast 0 0 0
6:1 incast 0 5 43
16:1 incast 277 316 406

Fig. 9. (a) is the throughput of each host; (b) is the occupation of each
host in egress port; (c) is the number of PFC message each host
receives.

Fig. 8. Topology of the experiment for innocent flows. Fig. 10. Influence of different pause time.
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P-PFC. The max queue length can be reduced about half
when using dynamical pause time. This is because using
fixed pause time can not guarantee no congestion in core
network. The queue of switch will still build up if use small
fixed pause time. Although use large fixed pause time can
avoid this, hosts are also paused too long and throughput
are hurt seriously.

5.5 Performance of P-PFC in Different Topologies

For answering this question we build two other testbeds,
dumbbell topology and spine-leaf topology. [As shown in
Fig. 13,] the dumbbell topology has 2 rack switches con-
nected to each other, and each is connected with 32 servers
or 64 servers for testing different oversubscription ratio. [As
shown in Fig. 14,] the leaf-spine topology has 6 rack
switches connected by 4 core switches, and each is con-
nected with 32 servers or 64 servers for testing different

oversubscribed ratios. For both topologies, each server is
connected via a 10 Gbps link, and the oversubscription ratio
are 8:1 and 16:1 respectively.

As shown in Figs. 11 and 12, P-PFC can reduce the maxi-
mum queue length and the tail latency by about 4x and 2x
under high and low pressure respectively. Notice that we
only use the data in the first 1700 microseconds in Figs. 11b
and 12b in order to be consistent with Figs. 11a and 12a.
According to the CDF in Figs. 11 and 12 we can also find
P-PFC will not influence DCQCN during stable phase. The
convergence process is also reduced by half when using
P-PFC. We also measure the total pause time of P-PFC and
tradition PFC (primordial DCQCN) in the these two test-
beds. According to Fig. 15, P-PFC can reduce the total pause
time than tradition PFC in these two testbeds which means
it can also reduce the collateral damages at the same time.

5.6 Influence on Tail Latency

A congestion awareness PFC (CaPFC) has been proposed in
[25]. CaPFC is designed to address the deficiency of PFC
without QCN. CaPFC also monitors egress queues to
increase congestion control awareness. CaPFC introduces a
WARN threshold at each egress buffer to measure the con-
gestion. In the 16:1 incast scenario, the influence of P-PFC

Fig. 11. Performance of DCQCN with/without P-PFC in dumbbell
topology.

Fig. 12. Performance of DCQCN with/without P-PFC in spine-leaf net-
work topology.

Fig. 13. [Dumbbell topology of testbeds.]

Fig. 14. [Spine-leaf network topology of testbeds.]

Fig. 15. Total pause time with P-PFC.
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and CaPFC on tail latency (99%ile) is shown in Fig. 16.
P-PFC can reduce tail latency almost by 2x compare with
CaPFC. Although CaPFC can effectively reduce FCT with-
out DCQCN, the reduction of tail latency is not obvious
when DCQCN is enabled.

5.7 Benefits of Using P-PFC

We can find the benefits brought by P-PFC outweigh its dis-
advantages according to Figs. 12 and 15. At the same time,
we calculate the total reduced latency of packets during
congestion phase in different topologies as shown in Fig. 17.
We can find the reduced latency will increase as the topol-
ogy becomes more complex. This mainly because DCQCN
spends more time dealing with congestion when distance
between senders and receivers become longer. That makes
the degree of congestion be more serious. Notice that the
results in Fig. 17 is only for a one-time congestion process. If
there is more congestion of workload, the reduced latency
will also be more. Compared with total reduced tail latency,
the total pause time caused by P-PFC does look negligible.

To be more intuitive, we measure the FCT with different
schemes. We use data mining trace whose cumulative dis-
tribution functions and descriptions can be found in [27].
As shown in Fig. 18, mice flows (<1 M) can benefit from
P-PFC obviously. For example, FCT with different schemes
for flows (100 K-1 M) is 22 ms, 38 ms and 63 ms, respec-
tively. This is because P-PFC can prevent the length of
queues in switches from growing. Since P-PFC will not hurt
the throughput, FCT of elephant flows (>10 M) with differ-
ent schemes almost remain the same. We also find smaller

running interval can bring better performance. Overall, P-
PFC allows small flows to benefit without hurting big flows.

P-PFC not only has less flow control, but also has better
overall performance. We use the 16:1 incast scenario to study
the performance of P-PFC in terms of the average latency
when used along with DCQCN. Notice that we only use the
data in the first 1500 microseconds in Fig. 6a. [Fig. 19 shows
the average latency and 50%ile latency of the standard PFC
mechanism, P-PFC and CaPFC. P-PFC can reduce the aver-
age latency up to 83.8 percent and reduce the 50%ile latency
up to 90 percent compared to CaPFC.] Although CaPFC can
reduce tail latency, it does not help average latency.

6 DISCUSSIONS

In this section, we discuss some interesting and significant
questions of P-PFC. First we give a detailed explanation of
some innovations in P-PFC. Then we discuss how to imple-
ment P-PFC.

6.1 How to Set Parameters in P-PFC?

T and R are new parameters introduced in P-PFC. R
decides the number of ports to pause each time P-PFC
works, which is used to protect innocent flows. Actually it
is not very important to the performance of P-PFC and we
recommand 80 percent is good enough in most cases.

T is significant for P-PFC. Different T could make P-PFC
more aggressive or more conservative and make a tradeoff
between performance and stability. Assume the buffer size
of switch is B, the number of ports of switch is P and the
rate of each port is V . Then we can get the minimal time
Tmin to fill the switch buffer :

Fig. 16. Tail latency with different schemes.

Fig. 17. Total reduced tail latency with P-PFC.

Fig. 18. Flow completion time with different schemes.

Fig. 19. [Latency with different schemes.]
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Tmin ¼ B

P � V : (5)

In our experiments, B is 9 MB, P is 16 and V is 40 Gbps so Tmin

is 112.5 ms. Tmin corresponds to the most serious congestion.
Intuitively, P-PFC should launch when remainingtime
in Algorithm 1 is close to Tmin, in our experiments we set T
to 100 ms. Users can adjust T according the specific flow
pattern. Actually find the optimal T with different topologies
and flow patterns is challenging and we leave it in our
futurework.

6.2 [In Addition to Monitor Ingress Ports, Why Also
Monitor Egress Ports in P-PFC?]

As is well-known, traditional PFC is notorious in various
ways like HOL blocking and collateral damage. But it still
has some advantages such as fast reaction to congestion
compared with end-to-end congestion control. DCQCN is a
typical end-to-end congestion control protocol, it uses
egress queue length as a congestion signal. P-PFC also
reacts only when egress queue length exceeds a threshold, it
will not disturb DCQCN unless the congestion is very
urgent. If P-PFC reacts according to ingress queue length
that may be too aggressive, then less packets or even no
packet can be tagged with ECN flags, finally delay the pro-
cess of convergency. While if P-PFC pause hosts too later,
the queue length will build up rapidly. Monitor egress
queues can make P-PFC cooperate with DCQCN well and
choose an appropriate time to send PFC messages. Except
this, monitor egress queue can let us find the hosts who
should be responsible for congestion intuitively. Actually,
how to coordinate hop-by-hop congestion control protocol
with end-to-end congestion control protocol is a compli-
cated and interesting work. We leave this problem in our
future work.

6.3 Is P-PFC Easy to be Implemented
in Commodity Switch?

P-PFC only changes the part of sending algorithm of PFC
PAUSE messages, and it is easy to be integrated within the
existing PFC implementation. To enable P-PFC, switch
needs a counter for each port and priority to get the incre-
ment of the ingress queue length in the past 1 ms. Algorithm
1 is executed every 1 ms, in each execution we can get the
remaining time by making the left buffer of switch divided
by the sum of all the increment of all ports and priorities. If
remaining time exceeds threshold T , then Algorithm 1
sends signal to Algorithm 2. To choose which ports to
pause, Algorithm 2 randomly selects ports at the egress
inside and if the total increment of the selected port and pri-
ority exceeds the threshold, then the port and priority will
be marked and written into a FIFO. Algorithm 3 gets the
port and priority that needs to be paused from the FIFO and
calculates the pause time, sends them to the switch PFC
PAUSE engine finally. As we mentioned before, in IEEE
802.3x PFC frame format, numeric values can be used
directly to describe the requested duration of PAUSE. To
avoid sending PFC PAUSE messages repeatedly in a short
time, we can set up a register bit for each port and priority.
The bit is set after sending PFC messages and will be

automatically unset after a while. PFC messages sending is
only allowed when the bit is unset.

6.4 Novelty of P-PFC

Actually the idea of P-PFC that uses buffer occupancy as a
signal to do congestion control has been studied before [28],
[29], [30], [31]. But we find that this approach is rarely used
in data centers. Cause the bandwidth of links in data center
network are usually above 10 Gbps, the transmission of
packets and change of queue lengths in switch are very fast.
P-PFC combines this approach and traditional PFC mecha-
nism naturally. PFC is a reactive protocol that works in the
switch. It can monitor the length of queues in real time.
P-PFC takes advantage of this and uses it to predict the
future condition and makes some countermeasures in
advance. Actually there are many other works [32] that try
to discard PFC mechanism directly to avoid the collateral
damages that PFC brings. According to our tests P-PFC can
reduce the collateral damages, it tries to improve PFC
instead of discarding it.

Traditional traffic shaping technology works on egress
queues and PFC works on ingress queues. Both of them just
consider the local knowledge. While P-PFC considers both
ingress and egress queues to do the congestion control. To our
best of knowledge, P-PFC is the first protocol that combines
buffer occupancy technology and PFC mechanism to solve
severe congestion control problem in data center networks.

7 RELATED WORK

[There exists a number of end-2-end congestion control pro-
posals (e.g., DCQCN [10], TIMELY [11], HPCC [33] and
Blitz [34]) in layer 3 recently. PFC is a per-hop flow control
in layer 2 which guarantees lossless of packets. P-PFC is an
enhanced version of PFC. They are orthogonal to those layer
3 congestion control researches. Both layer 2 per-hop mech-
anisms and layer 3 end-2-end congestion control are neces-
sary to provide high performance RDMA in Ethernet.]

[Congestion control in RDMA. DCQCN [10] takes advan-
tage of Early Congestion Notification (ECN) marks to infer
imminent congestion. TIMELY [11] uses round-trip times
(RTT) as a congestion signal for rate control. DCQCN+ [35]
improves performance for large-scale incasts in RDMA net-
works. HPCC [33] uses in-network-telemetry (INT) to
improve end-host based congestion control. Blitz [34] is a
Receiver-oriented Congestion Control (RCC) mechanism
which employs a divide-and-specialize approach to speeds
up the convergence.]

[Flow control in RDMA. Congestion Aware Priority Flow
Control (CaPFC) in [25] also observed that PFC is not effective
in many congestion cases. CaPFC monitors both ingress and
egress queues, and triggers PFC with a fixed threshold value
of per-input counters. Instead, P-PFCuses derivatives of buffer
occupancy and has better performance in reducing tail
latency.]

8 CONCLUSIONS

In this paper, we have proposed P-PFC, a predictive PFC
mechanism for RDMA networking. P-PFC predicts the
buffer occupation based on the derivative of queues. We
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show that with the predictive PFC, we can control the queue
length and reduce the tail latency of RDMA packets.
Although using derivative for queue management has been
used before for TCP/IP networks [36], [37], to our best
knowledge, this is the first work of using derivative in loss-
less RDMA networks.
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