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Abstract—Modern data center applications need high through-
put (40Gbps) and ultra-low latency (<10us per hop), along with
low CPU overhead. Remote Direct Memory Access (RDMA),
which can be deployed in RDMA over commodity Ethernet
(RoCEv2) protocol, has the potential to satisfy the requirements.
RoCEv2 needs a lossless environment to achieve high perfor-
mance. RoCEv2 provides Priority-based Flow Control (PFC) to
prevent packet loss caused by buffer overflow. But packet loss
can still happen in today’s data centers due to other reasons
such as switch configuration error. There are two retransmission
algorithms dealing with the packet loss recovery: Go-Back-0
and Go-Back-N. Unfortunately, by simply applying Go-Back-N
algorithm to RoCEv2, the relative throughput will drop to nearly
zero when the packet loss rate exceeds 1%. This is mainly caused
by the improper triggering mechanism of generating NAK. This
paper proposed an Improved Go-Back-N algorithm to solve this
problem, which involves two mechanism. The Improved Go-Back-
N is easy to be deployed in today’s data centers because it makes
no changes on switches. It can improve the relative throughput
to about 60% when the packet loss rate increases to 1%.

Index Terms—RDMA, Loss recovery, Data Center Networks.

I. INTRODUCTION

Large-scale data centers are built around the world for
increasing online services, in which data center networks are
critical to data center infrastructure [6], [18], [30], [17], [7].
Modern data center applications such as cloud computing need
high bandwidth (40Gbps) and ultra-low latency (<10us per
hop) to meet increasing demands. Traditional TCP/IP stacks
cannot meet these requirements because it suffers from high
CPU overhead [14], [1], [13], [12]. As a promising technology,
Remote Direct Memory Access (RDMA) [4], [22] is capable
of achieving the stringent performance requirements. RDMA
is implemented entirely on the network interface cards (NICs),
bypassing the host networking stack, which reduces CPU
overhead and latency significantly.

RDMA can be deployed by using InfiniBand Architecture
(IBA) [8], [10]. InfiniBand (IB) supports RDMA with single-
sided operations. Specifically, a server registers a memory
buffer in advance, then clients read (write) from (to) it without
further involvement of the server’s kernel. Thus CPU overhead
is reduced. However, the IB networking stack cannot be
deployed in traditional data centers, because traditional data
centers are built with IP and Ethernet technologies. To enable
RDMA over Ethernet and IP networks, i.e., making use of
traditional data center equipments, RDMA over Converged
Ethernet (RoCE) [9] and RDMA over commodity Ethernet
(RoCEv2) [11] have been proposed. RoCEv2 replaces IB
link layer with Ethernet link layer, and replaces IB network
layer with UDP and IP. The UDP header is used for ECMP
and IP header is used for routing. Similar to IB, RoCEv2
must be deployed over a lossless link layer to enable high
performance, so that Priority-based Flow Control (PFC) [5] is
used. PFC helps the switch to avoid buffer overflow by forcing
the upstream switch and host NIC to pause data transmission,
when the occupancy of buffer exceeds the threshold. PFC
propagates from the congestion point to the source, while
there may be several hops from the source server to the
destination server. This can result in unfairness and victim
flow [31]. Besides, PFC has many other side effects such as
head-of-line blocking and potential for deadlock [21], [23]. In
order to reduce the side effects, flow based congestion control
mechanisms such as QCN [26], DCQCN [31], [2], [32], and
TIMELY [25] have been proposed. DCQCN requires only the
standard RED [15] and ECN [28], [27], [29] support from the
data center switches. It provides fast convergence to fairness,
achieves high link utilization, ensures low queue buildup and
low queue oscillations. However, PFC should still be deployed
when DCQCN is used.
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While IB provides PFC to prevent packet loss, the packet
loss can still happen in today’s data center. There are many
other reasons for packet loss besides buffer overflow, such as
frame check sequence (FCS) errors, bugs in switch hardware
and software, and network configuration errors [20]. When
packet loss occurs, retransmission mechanism should be in-
volved. There are two retransmission algorithms dealing with
the packet loss in RDMA: Go-Back-0 and Go-Back-N. In Go-
Back-0, when packet loss errors, the sender will resend the
entire message to the receiver, i.e., resend from the very first
packet of the message. It will waste much network bandwidth.
In Go-Back-N, retransmission starts from the first dropped
packet and the previous received packets are not retransmitted.
Go-Back-N is almost as simple as Go-Back-0, it can be
implemented on the NIC, and it can save much bandwidth
compared to Go-Back-0 and avoid livelock [19]. RoCEv2
does not support selective packet retransmission or the out-of-
order reception of packets since the memory of NIC is small,
i.e., complex algorithm such as Selective acknowledgement
(SACK) [16] cannot be implemented on it.

However, when Go-Back-N is applied, we find that the
network throughput will decrease to nearly zero when the
packet loss rate increases to 1%, which will hurt the appli-
cation performance badly [31]. The reason of this problem is
that ACK timeout, i.e., timeout retransmission, is triggered.
And the main root cause of ACK timeout is that negative
acknowledgement (NAK) can only be triggered by the unex-
pected packets and there is no timer mechanism for NAK.

We propose an Improved Go-Back-N algorithm, which in-
volves sending twice of the last packet and checking expected
packet sequence number (PSN) mechanisms, to handle the low
throughput problem in lossy RDMA network environment.
In our paper, we also discussed about the ACK timeout
setting issues. We can also change the ACK timeout value
to improve the throughput, however, it’s hard and challenging
to be general. By using our improved Go-Back-N algorithm,
the throughput is increased significantly. When the loss rate
is less than 0.1%, the throughput is only about 2.8% lower
than the lossless situation. And the relative throughput can
recover to about 60% when the loss rate increases to 1%. The
Improved Go-Back-N is easy to be deployed in today’s data
centers because it requires only the settings on the end hosts
and makes no changes on switches.

II. BACKGROUND AND MOTIVATION

A. Retransmission Algorithm in RoCEv2

There are two retransmission algorithms dealing with the
packet loss in RoCEv2: Go-Back-0 and Go-Back-N. We now
introduce these algorithms in details.

Consider a scenario, where two hosts are connected through
a switch. After establishing a reliable connection between
these hosts, the sender begins to send data to the receiver.
The sender will set the Opcode in the Base Transport Header
(BTH) of the first packet (PSN=0) to “First”, indicating that
this is the first packet sending to the receiver. The Opcode
of the middle packets is set to“Middle”. The Opcode of the

last packet is set to “Last”. In the last packet, the sender will
set the ACK Request bit to true, indicating that it requests
the reply from the receiver. As for middle packets, sender
will request the reply by a specific interval, such as 64/128.
Besides, the sender and receiver will negotiate an ACK timeout
value when establishing the connection. When the timeout
expires as well as the receiver doesn’t receive the desired reply,
the retransmission mechanism will be triggered.

The reliable transport service uses a combination of the se-
quence number and ACK / NAK. These mechanisms are aimed
at verifying the packet delivery order, preventing duplicate
packets and out-of-sequence packets from being processed,
and detecting missing packets. If packet (PSN=n) is lost,
the receiver will observe the packet loss when it receives
the packet (PSN=n+1). Thus, the receiver generates a NAK
(PSN=n) and sends it back to the sender. This NAK not only
tells the sender that the receiver hasn’t received the packet
(PSN=n), but also delivers a signal to the sender that the
receiver has already successfully received all the packet with
PSN<n.

RoCEv2 defines a NAK interval which specifies the duration
in which the sender can generate at most one NAK, i.e., the
receiver generates a NAK when it receives the wrong packet
and won’t generate more NAK in a specific NAK interval for
the subsequent wrong packets. The NAK interval is necessary.
When packet (PSN=n) loss occurs, the receiver sends back
NAK (PSN=n) to the sender. At the same time, the sender
will continue sending packets whose sequence numbers are
not expected before it receives the NAK. If NAK interval is
not involved, the receiver will send back NAK (PSN=n) once it
receives those subsequent unexpected packets (PSN>n). This
can result in redundant NAK (PSN=n) packets so that the
network bandwidth will be wasted.

In Go-Back-0, when receiving the NAK (PSN=n), the
sender will detect the packet loss and retransmit the whole
message to the receiver, i.e., retransmit from the first data
packet. In Go-Back-0, the sender doesn’t need to save the
state for retransmission. However, Go-Back-0 will waste much
bandwidth, even may cause livelock [19].

Go-Back-0 is replaced by Go-Back-N when deploying
RDMA. In Go-Back-N, after receiving the NAK (PSN=n), the
sender will detect the packet loss. The packet (PSN=n) and all
subsequent packets will be retransmitted by the sender. Go-
Back-N is almost as simple as Go-Back-0, but avoids livelock
and achieves higher throughput.

It can be seen that in contrast to retransmission algorithm
in TCP which uses the duplicate three ACK to trigger fast
retransmission, RoCEv2 uses NAK to send back the loss
signal to the sender directly. Besides, RoCEv2 defines several
transport layer operations such as SEND and WRITE. Data
packets are encapsulated in operations to be transmitted.
Packets in an operation is called as a message.

B. Low Throughput Issue

PFC prevents packet loss caused by buffer overflow. Ro-
CEv2 needs a lossless network and assumes that the packet



Fig. 1: Network topology
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Fig. 2: Impact of packet loss rate on throughput

loss is a rare event by using PFC. However, there are many
other errors that can result in packet loss in data centers such as
frame check sequence (FCS) errors, bugs in switch hardware
and software, and network configuration errors. Go-Back-N
algorithm in RoCEv2 is sufficient when the packet loss rate
is low. However, the throughput degrades rapidly when the
packet loss rate exceeds 0.1%.

Considering the simple topology as Figure 1, we use ns-
3 to simulate the performance of Go-Back-N. The result is
shown as Figure 2, which is consistent with the result in
DCQCN. When the loss rate is less than 10−5, the throughput
is not influenced. When the loss rate increases to 10−3, the
throughput decreases to 45%. When the loss rate increases to
10−2, the throughput decreases to 3%.

This problem will hurt the performance of RDMA applica-
tions. Thus it cannot meet high throughput and low latency
requirements. The performance of application which has short
flows to send or doesn’t support the pipeline mode, i.e., should
wait for the previous flows to complete before it begins to send
new flows, will be hurt badly.

Table I shows the parameter setting in this paper. ACK
Timeout is retransmission timeout (RTO). ACK Interval is
the interval that the sender requests an ACK feedback. Here
256KB implies that the sender will set the ACK Request bit
to true per 256 packets (when the payload for each packet is
1KB). NAK interval specifies the duration in which the sender
can generate at most one NAK.

Parameter Value
Bandwidth 40GB

Propagation Delay Per Hop 1us
Message Size 4MB

Packet Payload 1KB
ACK Timeout 100ms
ACK Interval 256KB
NAK Interval 500us

TABLE I: Parameter values used in our simulation
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III. SYSTEM DESIGN

A. Problem Analysis

By tracking the flow passing through the node, the key for
the low throughput is that ACK TIMEOUT is triggered, i.e.,
the timeout retransmission. The timeout becomes the critical
issues to hurt the throughput of application which has small
flows to send and the application which doesn’t support the
pipeline mode. By analysizing the root cause triggering the
ACK TIMEOUT, we find out four reasons that can result in
timeout retransmission as shown in Figure 4.

Reason 1. The Last packet of the message is lost.
Reason 2. The ACK (PSN=Last) is lost.
Reason 3. Some NAK is lost.
Reason 4. The same packet is lost twice.
We now analysize these four reasons. When the last packet

of the message is lost, as shown in Figure 4(a), the sender is
waiting for the ACK and the receiver is waiting for the data
packet. The situation will not make any progress before the
ACK Timeout running out.

When the ACK (PSN=Last) is lost, as shown in Figure 4(b),
the sender is waiting for the ACK and the receiver is waiting
for the data packet. Thus resulting in ACK Timeout.

RoCEv2 defines NAK Interval, during which the receiver
can only send at most one NAK. Consider such a situation as
shown in Figure 4(c). The NAK is lost. The receiver is waiting
for the NAK Interval to run out to generate NAK again. The
sender has sent the entire message to the receiver before it
receives NAK. Thus the sender begins to wait for the ACK
from the receiver. Since the whole message is sent, there is no
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more unexpected packets to receive when the NAK Interval
runs out. Unfortunately, the NAK can only be triggered by
unexpected PSN of packets. The only way to complete this
transmission is waiting for the ACK Timeout to run out, thus
triggering the timeout retransmission.

When the same packet is lost twice, as shown in Figure
4(d). Because of the same reason as mentioned above: the
sender has sent the entire message to the receiver, while the
receiver is waiting for NAK Interval to run out to generate a
new NAK. Thus ACK Timeout is triggered.

The root cause of reason3 and reason4 is the improper trig-
gering mechanism for NAK, i.e., NAK can only be triggered
by data packets, and no timer mechanism is involved. We will
discuss the improvement of NAK triggering mechanism later.

We set the packet loss rate to 1% and repeat the simulation
100 times. The ratio of four reasons is shown as Figure 3. The
lost of last ACK (reason2) causes 1.8% timeout retransmis-
sion. The lost of last packet (reason1) causes 7.1% timeout
retransmission. The twice lost of packets (reason4) causes
33.9% timeout. The lost of NAK (reason3) owns the largest
propotion, i.e., 57.1%. It shows that reason3 and reason4
owns about 90%. It can be seen that the improper triggering
mechanism for NAK is the root cause of the low throughput
issue.

B. Design Overview

There are two solutions to improve the performance of Go-
Back-N algorithm. One way is to avoid triggering the timeout
retransmission, the other one is to reduce the ACK Timeout
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value to a lower level. However, the ACK Timeout value is
related to the network topology, switch queueing delay and so
on. Thus, we cannot generally set it to a specific low level. It’s
also an open problem in TCP/IP, too large timeout value will
waste bandwidth, increase application completion time; too
small timeout value will trigger unnecessary retransmission,
occupy bandwidth, and even cause network congestion. We
use the first way to improve the throughput under lossy
networks. We also compare its performance under different
ACK Timeout values.

C. Design Details

The Improved Go-Back-N retransmission algorithm is pro-
posed, which contains the next two mechanisms.

1. ST (Send Twice) : Send the last packet of the message
twice.

2.CE (Check EPSN) : Adding the Go-Back-N a timer
mechanism to trigger the generation of NAK besides the
unexpected packet sequence number. When receiving the last
packet of the message, if expected PSN<Last PSN, record the
left time of NAK Interval T, the expected PSN (EPSN) and the
PSN of the last packet of the message (LPSN). After time T
running out, if EPSN<LPSN, send back NAK (EPSN), set the
timer to the initial value (NAK interval), and start the timer
again. If the packet (EPSN) is received during the time T, only
set the timer to the initial value, as shown in Figure 5.

ST reduces the timeout retransmission caused by reason1
and reason2. CE reduces the timeout retransmission caused
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Fig. 6: Throughput comparison

by reason3 and reason4, i.e., the improper NAK triggering
mechanism.

IV. EVALUATION

In this section, we evaluate the performance of the Improved
Go-Back-N retransmission algorithm by using ns-3[3]. The
parameter setting is the same as Table I. We compare the
proposed Improved Go-Back-N algorithm, which applies the

ST and CE mechanisms at the same time, and the algorithm
applying the ST/CE mechanism separately.

A. Performance of Improved Go-Back-N

We compare the algorithm performance under different
packet loss rate settings. The results are shown as Figure 6.
When setting the ACK Timeout value to 100ms, as shown in
Figure 6(a), the Improved Go-Back-N algorithm is best. The
second is Go-Back-N with CE, and the third is Go-Back-N
with ST. The traditional Go-Back-N plays the worst. When
the packet loss rate is less than 0.1%, since the twice loss of
packet and the loss of NAK play a main role in timeout retrans-
mission, Go-Back-N with CE recovers the throughput to about
97.2% compared to that in traditional Go-Back-N. Go-Back-
N with CE plays even a little better than the Improved Go-
Back-N, because the ST mechanism applied to the Improved
Go-Back-N caused some unnecessary transmission of the last
packet. When the packet loss rate increases to 1%, the effect of
the loss of last ACK and the last packet become not negligible.
Thus the performance of Go-Back-N with CE decreases to a
low level (but still better than the Go-Back-N with ST and
the traditional Go-Back-N) . The performance of the proposed
Improved Go-Back-N is still good whose throughput is about
64%.

It can be seen that the throughput of original Go-Back-N
begins to decrease to 70% when the packet loss rate increases
to 0.01%. It decreases more sharply when the packet loss rate
continues increasing. When the packet loss rate increases to
0.1%, Go-Back-N with ST plays only a little better than the
original Go-Back-N, which is because the twice loss of data
packets and the loss of NAK occupy a large proportion.

Figure 6(b) shows that when setting the ACK timeout value
to 10ms, the Improved Go-Back-N algorithm plays the best.
When the packet loss rate increases to 1%, the throughput
maintains around 60%. The Go-Back-N with CE plays a little
worse than Improved Go-Back-N when the packet loss rate
is greater than 0.1%. Go-Back-N with CE also plays much
better than the Go-Back-N with ST and the original Go-
Back-N algorithm. In conclusion, the CE mechanism plays an
important role even when the timeout value is much smaller.

To verify that the ACK Timeout is the key to the decrease
of the throughput, we set the ACK Timeout as 500us (a little
larger than the RTT), as shown in Figure 6(c). It can be seen
that four algorithms play almost the same which is identical
to our analysis that the timeout retransmission is the critical
issue to the low throughput. The Improved Go-Back-N and
the Go-Back-N with CE play about 10% better than the Go-
Back-N with ST and the original Go-Back-N when the packet
loss rate increases to 1%. However, this timeout setting is not
general and cannot be applied to data center networks.

B. Algorithm Performance Under Different Timeout Setting

We now compare the algorithm under different timeout
values, as shown in Figure 7. Figure 7(b) shows that the
proposed Improved Go-Back-N performs almost the same
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Fig. 7: Algorithm performance under different timeout setting

under different ACK timeout values. Thus, the Improved Go-
Back-N algorithm is robust for different ACK timeout values.
Therefore, We don’t need to know the network topology or
the congestion extent in advance, when applying the Improved
Go-Back-N algorithm. However, it is not the same situation
for the other three algorithms.

The performance of original Go-Back-N is largely influ-
enced by the timeout values, as shown in Figure 7(a). When
setting the timeout value to 100ms, the throughput decreases
to nearly 0% when the packet loss rate reaches 1%. When
setting the timeout value to 10ms, the throughput begins to
decrease sharply when the packet loss rate exceeds 0.2%.
The throughput decrease to 13.2% when the packet loss rate
reaches 1%.

Go-Back-N with CE performs well whatever the ACK
Timeout value is when the packet loss rate is less than 0.1%,
as shown in Figure 7(c). When the packet loss rate continues
increasing, however, it performs not so good when setting the
timeout value to the default 100ms. The throughput decreases
to 68% when the packet loss rate is 0.2% and the throughput is
only 17.6% when the packet loss rate is 1%. In this content, the
timeout retransmission still plays an important role in affecting
the performance of the throughput. When setting the timeout

value to 10ms, the throughput is much better and just a little
worse than the case where timeout value is set to 500us.

For Go-Back-N with ST, as shown in Figure 7(d). When
setting the timeout value to 100ms and 10ms, the throughput
begins to decrease when the packet loss rate reaches 0.01%.
The throughput is nearly 0% when the packet loss rate is
1%. Thus, the Go-Back-N with ST cannot avoid the most of
the timeout retransmission. When setting the timeout value to
500us, the performance is much better.

V. RELATED WORK

Various improved Go-Back-N mechanisms propose to uti-
lize the network throughput. Most of them consider only TCP,
and cannot be directly used for RDMA. There are some related
work on RDMA mentioned the mechanism of loss recovery,
but they do not design it carefully.

IRN [4]: IRN is an improved RoCE NIC design. IRN
proposes a simplified form of selective acknowledgement. IRN
maintains a bitmap to track which packets have been cumula-
tively and selectively acknowledged. However, it cannot avoid
triggering ACK timeout. It only uses RTOmin and RTOmax

to relieve the low throughput problem caused by ACK timeout.



MP-RDMA [24]: MP-RDMA presents a multi-path trans-
port for RDMA. MP-RDMA simply retransmits unacknowl-
edged packets as new data if there is no new data to transmit
and awnd allows. However, when the proportion of small
flows is large, many duplicate packets will be induced and
the network throughput will downgrade.

VI. CONCLUSION

This paper proposed an Improved Go-Back-N algorithm,
which is very easy to deploy on current data center networks.
The proposed algorithm is almost as simple as original Go-
Back-N, i.e., requiring only the settings on the end hosts and
making no changes on switches. Our Improved Go-Back-N
makes two changes on traditional Go-Back-N retransmission
algorithm, ST (Send Twice) and CE (Check EPSN), so as
to avoid most of the timeout retransmission. The simulation
shows that it improves the throughput efficiently: when the
packet loss rate increases to 1%, the throughput can still reach
about 60% compared to lossless condition.
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