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Abstract—We present Tentacle, a decision support framework to provision edge servers for online services providers (OSPs).

Tentacle takes advantage of the increasingly flexible edge server placement, which is enabled by new technologies such as edge

computing platforms, cloudlets and network function virtualization, to optimize the overall performance and cost of edge infrastructures.

The key difference between Tentacle and traditional server placement approaches lies on that Tentacle can discover proper unforeseen

edge locations which significantly improve the efficiency and reduce the cost of edge provisioning. We show how Tentacle effectively

identifies promising edge locations which are close to a collection of users merely with inaccurate network distance estimation methods,

e.g., geographic coordinate (GC) and network coordinate systems (NC).We also show how Tentacle comprehensively considers

various pragmatic concerns in edge provisioning, such as traffic limits by law or ISP policy, edge site deployment and resource usage

cost, over-provisioning for fault tolerance, etc., with a simple optimizationmodel. We simulate Tentacle using real network data at global

and county-wide scales. Measurement-driven simulations show that with a given cost budget Tentacle can improve user performance by

around 10-45 percent at global scale networks and 15-35 percent at a country-wide scale network.

Index Terms—Edge provisioning, optimization, decoupling, unforeseen locations

Ç

1 INTRODUCTION

THE latency experienced by end users to access online
services is essential for keeping customers and the repu-

tation of the services’ brand. For example, Bing found that a
2 second slowdown changed queries/user by �1:8 percent
and revenue/user by �4.3 percent [1].

In this respect, edge servers, the computation, network and
storage resources deployed close to end users, have become
an indispensable infrastructure to guarantee the low user-
facing latency in online services nowadays. This is because
they can cache content near the users’ accesses, boost users’
TCP throughput and recovery speed with short round trip
time (RTT), and avoid the peering point congestion and net-
work failures in core networks.

To ensure that users can be served by edge servers close
by with sufficient capacity, an online service provider (OSP)
with distributed, evolving user crowds must also provision
its edge infrastructure regularly. Despite that different

applications might be of various specific concerns on the
edge infrastructure, there are two basic requirements to be
met generally by all edge provisions. The first one is the
good proximity between the edge servers and the users
they serve; and the second is the sufficient capacity on the
edge servers. Nevertheless, due to the inherently widely-
distributed architecture of edge infrastructures, people are
facing many pragmatic complexities in edge provisioning:

Many Deployment Options. The first source of complexity,
abundant deployment options, is both an opportunity and a
challenge. OSPs today have a broad spectrum of provision-
ing choices. For instance, they can deploy new servers in
known locations, e.g., Internet eXchange Points (IXPs) and
data centers in clouds, or upgrade capacity in their existing
deployment footprint [2]. Recent developments of edge com-
puting, cloudlets, CDN-i and NFV (network functions virtu-
alization) offer even greater degrees of freedom to place
edge servers in new locations. In a given location, an OSP
also has practical choices in rolling out its own server deploy-
ments, peering their datacenters with local ISPs with their
own cables [3], or simply renting third-party servers in colo-
cation facilities. Such flexibility in server placement results
in not only a great opportunity but also a huge complexity
for optimizing the performance and cost in edge provisions.

Diverse Requirements. The second source of complexity is
simply that there are too many practical considerations
which edge operators have to take into account in this pro-
cess. The simplest tradeoff is between user expectations on
performance and deployment costs; e.g., ideally we need
edge servers with short delay and high bandwidth to all
users but this also entails a large number of servers and
high costs. Also, the edge infrastructure should tolerate
the edge site outages, therefore over-provisioning is also
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important. In addition, nowadays ISPs also provide low-
cost and high-performance server sites in their own net-
works, and the usage of these sites is restricted to only the
users in the specific domains [4].

To the best of our knowledge, there are no previous known
studies on how to systematically inform these different trade-
offs and provision the edge with flexible server placement as
commercial edge infrastructure providers have not yet pro-
vided any details on their solutions. The most related work is
the canonical “server placement” formulations from the liter-
ature (e.g., [5], [6], [7], [8], [9], [10], [11]) which simply model
the provisioning problem as selecting k locations from n
candidate locations. However, such simplified formulations
are not sufficiently expressive to meet the operational
requirements. First, they cannot capture the range of new
deployment opportunities available to the edge operators
today; i.e., wemay indeed have new possible server locations
that fall outside the fixed set of n locations. Second, they can-
not comprehensively cover the constraints on costs, quality of
user experience, and traffic properties.

In this paper, we conduct a pioneering and exploratory
study on howOSPs could provision edge infrastructureswith
flexible server placements while considering various prag-
matic requirements.With analytical and experimental reason-
ing and comparisons of multiple design choices, we develop
Tentacle, a decision support framework that comprehen-
sively considers cost budgets, performance requirements,
traffic constraints and existing server deployments, and
shows the remarkable benefits by placing the edge servers at
the right locations with the right deployment methods and
the appropriate server capacity, and serving the right users.

The first challenge to design Tentacle is how to accommo-
date various practical considerations when selecting server
locations and capacity. Enumerating all possible locations
and deployment options to find a solution satisfying all
requirements is usually intractable or infeasible due to the
huge number of candidate edge locations and the unforeseen
locations. We design an effective heuristics to address this
challenge with the key insight of decoupling the limitations
on realistic edge location selection from other concerns. We
first assume that we could place servers anywhere, and find
out the ideal edge locations which respect the constraints and
achieve the goals of the provision. Then, we select or discover
real server sites which can best approach the ideal locations.
Finally, we model all provisioning decisions with a single
integer linear programing (ILP) formulation.

The second challenge to design Tentacle is how to discover
ideal and actual server locations which ensure the proximity
between users and edge servers. Since there could be numer-
ous known and even more unforeseen candidate locations, it
is extremely difficult and expensive to directly measure the
network latencies between all optional edge locations and
users. Geographic coordinate (GC) and network coordinate
(NC) [12], [13], [14], [15], [16], [17], [18] provide a lightweight
approach to estimate the network delays. Nevertheless, the
predictions from either GC or NC have remarkable inaccu-
racy [19], [20], [21], which can significantly undermine the
effectiveness of the server location search. To overcome this
challenge, we performed a global-scale measurement and
evaluation on both GC and NC. Our key observation is that
despite the fact that the absolute values of network delays

predicted by GC and NC are largely inaccurate, the relative
ranking of network delays given byNC is highly trustworthy.
In other words, if a pair of network hosts have a smaller delay
than another pair in NC, there is a large chance that this pair’s
real network delay is also smaller than that of the other pair.
Thus, Tentacle merely leverages the delay ranking provided
byNC to search the ideal edge locations.

We simulate Tentacle using realistic user bases both in a
global-scale network and a country-wide one. The provision
plans derived with Tentacle outperform those with other
alternative approaches in both deployment costs and quality
of user experiences (QoE). For a global scale case, Tentacle
can improve the QoE by about 10-45 percent within a given
cost budget and about 15-35 percent improvement for a
country-wide case. In both scenarios, Tentacle can provision
edges within a limited budget to satisfy QoE even when
other alternative approaches fail to do so.

Our contributions are summarized as follows:

� We present Tentacle, the first framework to achieve
a systematic and comprehensive edge provisioning
for online service providers with various practical
considerations. The novelty lies in the decoupling of
ideal edge location identification and mapping ideal
locations to actual locations in physical networks,
thus discovering unforeseen better edge sites in the
network.

� We develop a novel method to take advantage of the
latency ranking, which is much less sensitive to
delay prediction errors in NC. This method achieves
more effective edge provisioning than directly using
the inaccurate delay predictions by NC.

� We extensively simulate Tentacle using both global-
scale and country-wide, realistic network data, and
the results reveal the promising performance of
Tentacle over existing approaches. We also explore
the design choices of coordinate systems and cluster-
ing algorithms in Tentacle and how Tentacle can
achieve fault tolerance in the provision plans.

2 BACKGROUND AND MOTIVATION

2.1 Growing Demands on Edge Infrastructure

Internet users are widely distributed in thousands of hetero-
geneous access networks. Due to some fundamental chal-
lenges, e.g., congestion at peering points between two
networks, poor TCP performance caused by long RTTs, etc.,
it is far from satisfactory to host online services and directly
serve users with only dozens of datacenters.

Edge servers are placed in strategic locations which are
close (in networks) to end users. They cache contents close
to users’ accesses and terminate TCP or HTTP connections.
The low network latency between an edge server and a user
can typically ensure a high ramp-up and recovery speed of
TCP throughput and a low server response delay. There-
fore, edge servers have been an indispensable infrastructure
of services with high bandwidth and/or low latency
requirements, such as cache servers in CDNs and frontend
proxies in search engines and online games.

The demands on edge infrastructure have been reaching
an era of rapidly growth. One driving force of this growth is
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the business expansions of existing online services and the
migrations of interactive applications from offline to online.
For instance, it has been reported that, in recent three years,
CDN providers like Akamai, LimeLight, Level 3 and
MaxCDN all made large investments to extend their edge
footprints to emerging markets like Latin America,
Australia, Africa and Asia [22]. For another example, to sup-
port Office Online, Microsoft has deployed edge servers in
approximately 100 locations around the world in recent
years [23]. Another potentially bigger driving force of the
growth is the computation off-loading demands from devi-
ces to edge servers, a.k.a. edge computing. Many leading
tech companies, e.g., Intel, Qualcomm, IBM, Cisco and
Microsoft, have mentioned such visions in their white
papers [24], [25], [26], [27], [28] that a huge growth in the
network’s edge will come in the near future due to the
developments of smart phone applications, wearable devi-
ces, Internet of things and Big Data.

For maintaining the proximity between edge servers and
users, edge provisioning will be frequently performed by
online serviceswhose user crowds are growing and evolving.

2.2 Flexible Edge Server Placement

In this paper, as suggested by Akamai [3], we define an edge
location as a tuple of hcity; ASðAutonomous SystemÞi. An
edge location could include multiple server clusters and we
call each one of them as an edge site. Edge server placement
decides how to select edge sites.

At present, there exists a broad spectrum in how to select
edge sites and expand server capacities. Besides Internet
Exchange Points, datacenters, and server clusters in ISP
server sites, OSPs can also deploy servers quickly to thou-
sands of edge locations with the edge computing services
offered by many traditional CDN providers such as Aka-
mai, EdgeCast and LimeLight. Additionally, an increasing
number of ISPs have opened their edge locations to other
service providers with cloudlets, network functions virtuali-
zation (NFV) and CDN federations (CDNi) [29]. Moreover,
building a new server site in a selected edge location is also
an option, and many companies, including e.g., Amazon,
Google and Microsoft etc., are continuously expanding their
own edge infrastructure by doing so. Sometimes they even
lay or buy private fibers to connect some local networks
with their datacenters [3].

The flexibility in edge server placement does not only
offer a chance to make edge servers closer to users, but also
create a huge opportunity for edge operators to optimize
the performance and the cost in edge provisioning.

2.3 Opportunities and Complexities

There are two major sources of complexity to realize a sys-
tematic edge provision. First, due to the flexibility in server
placement, there are always both known and unforeseen
edge locations in edge provisioning. Traditional solutions,
where servers are selected from a fixed pool of candidates,
cannot take advantage of this flexibility. An effective edge
provision should have the ability to discover new edge loca-
tions which can significantly improve the edge infrastruc-
ture. For example, in Fig. 1, S1 and S2 are two pre-known
edge locations and S3 and S4 are two unforeseen edge loca-
tions. If we only provision with S1 and S2, the result could

be using S1 to serve U1; 5 and use S2 to serve U2; 3; 4; 6.
However, S3 can serve U5; 6 with better proximity and the
same cost as S1 and S2, and S4 can serve U1 with lower
cost and the same proximity as S1. An edge location selec-
tion with improvement in proximity and reduction in cost
should be S2; 3; 4. Lacking the ability to discover S3 or S4
means missing the potential improvement in proximity and
the opportunity of saving cost.

However, since discovering the unforeseen edge sites has
to involve human efforts to investigate and interact with
other business organizations, it is intractable to enumerate
all tens of thousands of edge locations and potentially hun-
dreds of thousands of edge sites. Also, because the costs,
edge site performance, and feasible edge locations are
changing all the time with the network developments, dis-
covering proper edge sites is not a one-shot either.

In addition, there are many pragmatic trade-offs in edge
provisioning. Besides achieving the goal of the proximity
between users and edge servers, edge operators also con-
sider the cost budgets, the capacity of edge sites, the provi-
sioning for edge site outages, and the constraints on which
users an edge location can serve according to the regional
laws or the ISPs’ policies. These considerations usually cou-
ple tightly together, resulting in a huge search space. Edge
operators should comprehensively consider these trade-offs
and explore the best provisioning plan under multiple
constraints.

3 OVERVIEW

In this section, we model the basic problem in edge provi-
sioning and provide an overview of our methods to solve
the problem.

3.1 The Basic Problem in Edge Provisioning

There are two basic requirements in edge provisioning. The
first is the proximity between users and edge servers and
the second is the sufficient capacity each user can obtain
from nearby servers. Formally, we define the basic problem
in edge provisioning as follows:

Edge Provisioning Problem. Let Dmax be the maximum tol-
erated distance between users and edge servers. Given a
user set U ¼ fug,1 we find a set of edge sites S ¼ fsg. Denote

Fig. 1. Discovering unforeseen edge locations can potentially improve
performance and save cost.

1. Backend servers are treated as special users in U .
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Su as the candidate edge site pool of user u, and we require
that Su ¼ fsjs 2 S; du;s � Dmaxg2 where du;s is the distance
between u and s. We have the following two requirements
on the server set Su:

� Proximity: for all (or p percent) of the users, there are
at least m sites in Su. Usually m > 1 for fault toler-
ance under outages in individual edge sites.

� Capacity: there is always (or with probability q per-
cent) at least one server in Su having the capacity to
serve u.

This problem is one variant of “facility location problem”
(FLP) with server capacity constraints. FLP is proved to be
NP-hard [30], and it is widely studied in operation research
field [31], [32], [33], [34]. However, we cannot directly apply
the existing solutions of FLP in the edge provisioning. This
is because (1) all available solutions to FLP assume that the
cost or distance between users and servers are known or
easy to obtain, which is usually not true in edge provision-
ing scenarios; (2) existing solutions to FLP can only choose a
server subset from a fixed pool of pre-known candidates,
lacking the ability to discover unforeseen edge locations,
which means missing the potential improvement in proxim-
ity and the opportunity of saving cost; and (3) in practice we
have additional concerns on, for instance, deployment cost,
fault tolerance, and traffic limitations due to the regional
laws or ISP policies. Therefore, we design our own heuris-
tics to solve the edge provisioning problem with the prag-
matic considerations, and.

3.2 Modeling Edge Provisioning Problem

The primary goal of Tentacle is to find proper edge sites
and determine the capacity of them to achieve the proximity
and capacity goals simultaneously with the lowest cost.
However, we will never know the edge capacity and cost
we can have until we locate the unforeseen edge sites.
Therefore, Tentacle separates the provisions of edge loca-
tions (for proximity) from edge capacity planning. It first
performs an edge localization step to find proper edge loca-
tions, which are the ideal places one should deploy edge
servers, but might not be feasible due to physical limita-
tions. Tentacle then searches available edge sites in or close
to the identified ideal edge locations.

Edge Localization. Taking advantage from the flexible
server placement, our key idea in searching the good edge
locations is that we first assume we can deploy edge sites
anywhere and find the ideal edge locations. Then we use
both pre-known and unforeseen edge sites surrounding the
ideal edge locations to approach them.

To quantify the edge locations, as the first step, we need
to map all real network hosts to points in a virtual coordi-
nate space S and the distance between two points could be
computed by their coordinates. In practice, S can be a metric
space like geographical (longitude and latitude) coordi-
nates, or network coordinates [13], [17], [18].

Suppose we consider to find k edge locations
L ¼ fl1; . . . ; lkg to serve the given user set U ¼ fug. l is used

interchangeably for both edge locations and its correspond-
ing point in S and so does u. The distance from a user u to
the closest edge location in L is

8u 2 U : du;L ¼ min
8l2L
ku� lk: (1)

Our objective is to find the coordinates of the locations in L,
which minimizes the distance from an arbitrary user u to L

dmax ¼ min max
8u2U

du;L: (2)

When k is large enough, the objective dmax will finally be
smaller than Dmax because in the extreme case when
k ¼ jU j, there will be at least one server to place side-by-
side with each user. Our goal is to find a modestly large k to
achieve dmax � Dmax which means we have found k edge
locations which can meet the distance requirement to users.
The proximity requirement can be met if we eventually find
or build at leastm edge sites in or close to the edge locations
in the solution L.

When k ¼ 1, Eqn. (1) is equivalent to

8u 2 U : du;L ¼ ku� lk; (3)

so that Eqns. (2) and (3) form a convex optimization prob-
lem, which could be efficiently solved [35]. Unfortunately,
however, when k > 1, the problem becomes a “minimax
facility location” problem which is NP-hard again [31].

Tentacle takes a simple two-step heuristics to solve the
problem when k > 1. It first clusters the users, and makes
sure that the users in the same cluster are close enough. For
instance, in the user clustering if Tentacle can ensure that
the distances between two users from the same cluster is no
more than 2�Dmax, it is most likely to find a single server
position whose distance to the users in the cluster is less
than Dmax. Then it solves Eqns. (2) and (3) to find a single
edge location for each cluster independently, which is the
ideal edge location for the cluster.

There are two questions behind the edge localization
model of Tentacle. The first question is how to select the
coordinate space S. Almost all previous work [13], [17], [18]
focused on evaluating and improving the relative prediction
error of GC and NC in network distance prediction. Never-
theless, we find that the correctness and accuracy of the
user clustering and the solution of Eqns. (2) and (3) are
much more dependent on the consistency of S in distance
ranking than how close their predictions are to real network
distances. We define the consistency of a network distance
estimation space S as following:

Definition 3.1 (Distance Consistency). Given a pair of host
pairs ððA;BÞ; ðC;DÞÞ, denote the distance between A and B in
the physical network as d�A;B and in S as dA;B, similar for host

pair ðC;DÞ. If S can guarantee that

dC;D � dA;B()d�C;D � d�A;B;

then the pair of host pairs ððA;BÞ; ðC;DÞÞ is consistent
between S and the physical networks.

Definition 3.2 (S’s Consistency). S’s consistency c is defined
as the probability that a randomly-given pair of host pairs, e.g.,

2. In this paper we assume a homogeneous Dmax among users and
backend servers. It is simple for our model to be extended to heteroge-
neousDmax.

1034 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 28, NO. 4, APRIL 2017



ððA;BÞ; ðC;DÞÞ, is consistent between S and the physical
networks.

If c ¼ 100 percent, we say S is fully consistent. We will
use analytic (Section 4.1.1) and experimental (Section 6.4)
results to demonstrate that choosing S with high consis-
tency can guarantee a high quality of edge localization.

The second question is how to discover unforeseen edge
sites with an ideal edge location in S. Since we define an
edge location as a tuple of h city, AS i, such reversing map-
ping is not straightforward no matter Tentacle adopts NC
or GC. The approach Tentacle leverages to solve this prob-
lem is to learn physical edge locations from the users. After
obtaining an ideal edge location (l), Tentacle will check the
physical locations of the users which are most close to l in S,
and try to discover unforeseen edge sites locations of these
selected users. Note that if S is highly consistent, these users
should also be the closest to l in physical networks.

Fig. 2 illustrates the whole process of edge localization in
Tentacle. Finally, Tentacle obtains a collection of candidate
edge sites, including both pre-known and discovered
unforeseen. Next, Tentacle will take the users who have
enough qualified candidate servers (jSuj � m) into the
capacity provisioning process.

Edge Capacity Provisioning. The central question in capac-
ity provisioning is how to decide the capacity reservation in
each edge server. In this paper, we assume that for an OSP,
only one type of server resource is bottleneck, so that we
simply use the number of concurrent users an edge server can
support as the metric of server capacity.

There are multiple factors to consider in edge capacity
provisioning. First of all, the edge servers should have suffi-
cient capacity to serve their users, even if under the cases
that some edge sites lose their capacity due to outage.
Second, the capacity reservation significantly impacts the
cost of edge infrastructure. There can be a one-time invest-
ment to use an edge site, and there will also be long-term
bandwidth cost to satisfy users’ requirements.

Tentacle formulates all of the considerations into a single
integer linear programming model (see Section 4.2) which
can find an optimized capacity provisioning plan. Especially,
inspired from the concept and the formulation of forward
fault correction (FFC) in [36], Tentacle uses a similar formu-
lation andmethodology to guarantee that each user u can get

enough capacity from Su even if there are up to n (n < jSuj)
edge sites in Su fails simultaneously. The details of the
formulationwill be presented in Section 4.2.1.

4 DESIGN

This section elaborates how Tentacle performs edge provi-
sioning, starting from only the IP addresses of users and
ending with a comprehensive provisioning plan. The over-
all work flow is shown in Fig. 3.

4.1 Edge Localization

As shown in Fig. 3, Tentacle takes four steps in the phase of
edge localization. The goal of this phase is to discover effective
edge locations and obtain the set of candidate edge locations
(Su) which satisfy the proximity requirement for each user u.

4.1.1 Mapping Users to a Metric Space

There are two advantages to map users in physical net-
works into a metric space S. First of all, the distances among
users and edge sites could be estimated with a lightweight
way. Because there could be millions of users which are dis-
tributed globally, it is difficult and expensive to directly
measure the network distances. Second, the edge locations
can be quantified, so that it can be much easier to compute
the ideal edge locations.

GC and NC are two metric spaces that are widely used in
the state of the art. However, according to previous work
and our measurements, both of them have remarkable pre-
diction errors. For instance, with a one-month-long latency
measurement from 360 PlanetLab nodes to about 2,272,000
independent/24 subnets widely distributed in the world,
we established a NC-space based on GNP. We also leverage
commercial IP-GeoLocation services to build a Geo-space
for the same subnet set. We randomly select 100,000 host
pairs, that is, ðAi;BiÞ, where Ai is randomly sampled from
the Planetlab nodes, while Bi is randomly sampled from the
subnets, and 1 � i � 100; 000. Fig. 4a shows the relative esti-
mation errors [37] from the global NC-space and Geo-space.
Despite that NC-space is generally better than Geo-space in
latency prediction, it still has about 10 percent chance to get
50 percent or larger prediction error. In addition, Fig. 4b
shows the relative prediction errors of NC-space and Geo-
space from a country-wide measurement with 38 vantage

Fig. 2. The entire process of edge localization in Tentacle.

Fig. 3. The overall working flow of Tentacle.

YIN ET AL.: EDGE PROVISIONINGWITH FLEXIBLE SERVER PLACEMENT 1035



points and 140,000 independent/24 subnets, in which we
can draw a similar conclusion for NC-space, yet Geo-space
performs even worse.

Nevertheless, the central question in the selection of met-
ric space is: how does the inaccuracy of ametric space impact
the quality of edge localization (e.g., the ratio proximity vio-
lations in users)? In the development of Tentacle, we observe
that what matters is how consistent in distance ranking S is,
rather than how close its prediction is to the real network dis-
tance. Theoretically, we have the following lemma:

Lemma 4.1. If S is fully consistent, and the ideal edge location l
given by the edge localization model of Eqns. (2) and (3) has a
corresponding location l� in physical networks, l� also mini-
mizes the maximum distance to users in physical networks.

Proof. Let dl;u be the distance between l and u in S, and ul be
the farthest user to l in S. Therefore, we have

8u 2 U : dl;ul � dl;u;

According to the consistency of S, we also have

8u 2 U : d�l;ul � d�l;u;

where d�l;u is the distance between l and u in physical net-
works. Hence, ul is also the farthest user to l in physical
network. Given an arbitrary location l0, and its farthest
user in physical network (and thus also in S) ul0 , we have

dl;ul � dl0;ul0 ;

because l minimizes the maximum distance to users in U
among all locations in S. Again, according to the consis-
tency of S, we derive

d�l;ul � d�l0;ul0 ;

which finishes the proof because l0 is an arbitrary location
in physical networks. tu
According to the Definition of S’s consistency c, there

will be at least a fraction of c users whose distances to l in
physical networks are less than d�l;ul due to the Law of Large

Numbers, that is, at most a fraction of 1� c users whose dis-
tances to l in physical networks are larger than d�l;ul . For
instance, in Fig. 4b, GC’s average relative prediction error is
about 6 times of NC’s, but the ratio of user proximity viola-
tion in the provision plan from GC is only about 15 percent
higher than NC in our experiments at country-wide scale.
This can be explained by Fig. 5 in which the GC’s consis-
tency is only about 15 percent lower than NC’s. For Fig. 5,

we randomly select 100,000 pairs of host pairs both for the
global case and the countrywide case, that is,
ððAi;BiÞ; ðCi;DiÞÞ, where Ai and Ci are randomly sampled
from the Planetlab nodes for the global case and from the
vantage points for the country-wide case, while Bi and Di

are randomly sampled from the subnets in each case, and
1 � i � 100; 000. Then we observe and compare the percent-
age of the 100,000 pairs of host pairs that are consistent with
each other, as illustrated in Fig. 5.

Algorithm 1. ClusterUsersFPC(P ,D)

1 // P is the set of points.
2 // D is the maximum distance between two points in one

cluster.
3 p a point randomly picked from P ;
4 Q fpg ;
5 P  P - {p};
6 dmax þ1;
7 // dp;Q: the shortest distance between p and the points in Q.
8 while dmax > D

2 do
9 // Pick the point in P which is the farthest to Q.
10 p select from P where dp;Q ¼ maxfdp;Qj8p 2 Pg ;
11 P  P - fpg; Q Q + fpg; dmax dp;Q;
12 foreach q 2 Q do
13 // Putting points in P which are closest to q together.
14 Pq  select from P where q is the closest point in Q to p ;
15 Cq  Pq + fqg ;
16 return fCqj8q 2 Qg;

From Fig. 5 we can see that NC (GNP) is better than GC
in consistency, so we adopt GNP in Tentacle. It is out of the
scope of this paper to compare the consistency across all
known NC or other virtual metric spaces for networks.
However, if there exists more consistent S, Tentacle is flexi-
ble to plugin it.

4.1.2 User Clustering

Despite there are numerous clustering algorithms, we adopt
the ones which only need distance rankings to group the
users, e.g., farthest point clustering (FPC) and hierarchical
clustering (HC), to take advantage of the high consistency
of S. As shown in Algorithm 1, we choose to use FPC algo-
rithm to cluster the users, because it has been proven to be
more efficient in “minimax facility location” problems [33].

After mapping all users to point set P in S, this algorithm
first picks one random point out of P and put it into an empty
point setQ. Define the distance between a point p to point set

Fig. 4. The comparison for the relative estimation error between GC and
NC in different network scales.

Fig. 5. The comparison for the consistent extent between GC and NC in
different network scales.
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Q (dp;Q) as the shortest distance between p and the points inQ.
Every step (Lines 9-11), the point in P that is farthest to Q is
removed from P and added inQ until the maximum distance
from points in P to Q is not larger than D=2. Then we cluster
P into several clusters based on Q. For each point q in Q, we
put the points in P which are closest to q together and gener-
ate a cluster. The number of clusters equals to the number of
points in Q. If S is a metric space (both NC and GC are),
according to the triangle inequality, the distance between an
arbitrary pair of points inside one cluster generated by Algo-
rithm 1 is nomore thanD in S.

Given the GNC’s intrinsic consistent extent, Tentacle can
deal with OSP’s requirements by adjusting the value of D,
that is, themaximumdistance between two points in one clus-
ter. For example, we can adjust the value of D and explore the
corresponding value forDmax (e.g., > 95 percent users served
by at least one edge withinDmax). By adjusting D, we can get
the observed values of Dmax under different values of D, as
shown in Fig. 6, and then we can get the relationship between
them by fitting the observed data. From the fitting curves, it
can be concluded thatD andDmax are nearly linear with each
other in both cases, thus we can choose the suitable D based
onOSP’s requirement onDmax.

4.1.3 Computing Ideal Edge Locations

After clustering the users, Tentacle tries to find the ideal loca-
tion l for each clusterC. The ideal location l is a point in S that
minimizes the distance from an arbitrary user inC to it, that is

l ¼ argmin
p

max
8u2C
kp� uk: (4)

The problem is a convex optimization problem, which
could be efficiently solved [35].

4.1.4 Mapping to Realistic Edge Sites

After obtaining the ideal edge location l for each user cluster
C (by solving optimization problem Eqns. (2) and (3)),
Tentacle first searches pre-known edge sites and users
which are the closest to l. Since Tentacle knows the real
edge locations of these edge sites and users, it suggests
OSPs to investigate edge site deployment opportunities
inside or close to these locations.

There are generally four types of deployment methods in
a given edge location:

� Reusing the existing edge capacity if there is already
an edge site in the location. This method usually has
the lowest one-time construction cost.

� Adding new edge capacity if there is already an edge
site in the location, but the existing capacity is not
enough.

� Renting edge capacity if any third parties, like cloud
providers edge computing providers or ISPs, have
deployed edge sites at the location.

� Developing a new edge capacity if the location is suit-
able to build server sites from scratch, available to be
connected with datacenters with private cables, or
feasible to create edge servers by nano-DC or NFV
(network function visualization). This method usu-
ally costs the most one-time construction cost.

Note that one candidate edge location can have multiple
feasible deployment methods, so that we can have multiple
edge sites in a single edge location.

We put “reusing” together with other capacity expansion
methods to naturally support incremental edge deploy-
ments. Nevertheless, in edge provisioning Tentacle does
not explicitly prefer using existing edge sites, because one
of its goals is to improve the proximity. If existing sites have
good performance and low cost, the final provision plan
should pick them. Otherwise, Tentacle will suggest to aban-
don some existing sites because it finds better ones.

For each cluster C, all feasible edge sites in the cluster
will be added into the candidate site pool Su for each user
u in the cluster. If Tentacle could not find any unknown
available edge sites, it would use the pre-known edge sites
directly. This would affect the candidate edge pool Su for
some user u. If Su is empty, it shows that Tentacle could
not find an edge site that satisfies the proximity require-
ment for the user u in the round. If there are residual users
after the edge capacity provisioning process, Tentacle will
collect all the residual users from all groups, relax the per-
formance requirements for them, and go through the basic
process until they are served or no more edge capacity can
be added.

4.1.5 User Constraints for Edge Sites

Due to the local laws (e.g., personal data cannot be sent out-
side the European Economic Area) or ISP policies (e.g., a
node in CDN-i provided by an ISP can only serve users
inside this ISP), the candidate site pool Su which Tentacle
obtains from preceding process can have some invalid
server sites for some particular users. Tentacle will finally
filter such invalid sites out for each user.

4.2 Edge Capacity Provisioning

The candidate site pool Su obtained by Tentacle lists all edge
sites which satisfies the proximity requirement to user u.
The final step of Tentacle is to decide how to provision the
capacity of these edge sites. Table 1 lists the key notations we
uses in Tentacle ’s edge capacity provisioningmodel.

First of all, Tentacle merges all users with the same Su

into a single group g, that is, users in a cluser C would be
merged into several groups. Let Sg denotes the candidate
site pool of user group g, and Ng is the number of user in g.

Define the output variable as ng;sng;s which is the number of
users in g served by the edge site s. The total number of
users assigned from g should be no more than the total
number of users in g

Fig. 6. Explore the relationship betweenD andDmax.
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8g 2 G :
X

s

nng;s � Ng: (5)

Let rg;srg;s be the capacity reserved on edge site s for user
group g, and we have that the capacity reservation should
be no less than the user allocation

8g 2 G : rg;srg;s � nng;s: (6)

As mentioned in Section 3, we use the maximum number
of concurrent users as a metric of the capacity of an edge
site, we have the capacity constraint

8s :
X

g

rrg;s �Ms; (7)

where Ms is the maximum concurrent users the edge site s
is able to serve.

Let ys be a binary indicator, and ys ¼ 1 means the edge
site s is finally deployed and ys ¼ 0 otherwise.

P
g rrg;s is the

overall capacity needed at the edge sit s, where
P

g rrg;s � 0.

So we have

ys ¼ 0 if
P

g rrg;s ¼ 0
1 if

P
g rrg;s > 0:

�
(8)

In order to make the conditional constraint linear, we

introduce a large constant N , which can make 0 �
P

g
rrg;s

N < 1. It’s feasible to make it as

P
g
rrg;s

N ! 0þ whenP
g rrg;sN > 1 andN ! þ1. ThenWe can use following lin-

ear constraints to express the relationship between ys and rg;srg;s

8s :
P

g rrg;s

N
� ys �

X

g

rrg;s (9)

8s : ys 2 f0; 1g: (10)

When
P

g rrg;s ¼ 0, Eqn. (9) means 0 ¼
P

g
rrg;s

N � ys �P
g rrg;s ¼ 0, that is, ys ¼ 0. When

P
g rrg;s � 0, Eqn. (9) means

0 <

P
g
rrg;s

N � ys �
P

g rrg;s, so that it must be ys ¼ 1 com-

bined with Eqn. (10). So we can use Eqn. (9) and (10) to
replace Eqn. (8).

The total cost of the deployment should be the sum of
resource usage cost and one-time deployment cost (cs) for

an edge site s. Denote ps as the cost to support one user on
s, we have the total cost as

X

s

ps
X

g

rrg;s þ csys

 !
:

Our final goal is to maximize the total number of satisfied
users, as well as reducing the cost. Therefore, the objective
function we derive is

max.
X

g;s

nng;s � h
X

s

ps
X

g

rrg;s þ csys

 !
; (11)

where h > 0 is a selected constant to balance the impor-
tance of the number of users and infrastructure cost.

After solving the ILP model given by Eqns. (5), (6), (7),
(8), (9), (10), and (11), the capacity of edge site s would beP

g rrg;s. The value of rrg;s provides an upper-bound for the

number of users from g to be served by s.

4.2.1 Over-Provision for Fault Tolerance

There are two levels of fault tolerances in edge provision-
ing [3]: intra-site level which handles load balancing among
servers in individual edge sites, and inter-site level which
handles the outages of an entire edge site. The former is sim-
ple because we only need to add some redundant servers in
each site and rely on intra-site load balancers to make the
individual server failures transparent to users.

As to inter-site fault tolerance, for each g, the edge sites in
Sg should have sufficient capacity to support all users in g

when an arbitrary site in Sg goes down. This requires the
reserved capacity on each edge site to satisfy

8g 2 G; 8s0 2 Sg :
X

s:s 6¼s0
rrg;s �

X

s

nng;s: (12)

Generally, we can also require the residual sites in Su have
sufficient capacity after arbitrary k (k < jSuj) sites fail, with
the Forward Fault Correction (FFC) formulation in [36].

Let � be a vector which encodes a specific failure case,
such that its element �s ¼ 1 if edge site s is down, and
�s ¼ 0 otherwise. Denote Lk ¼ f�j

P
s �s � kg be the set of

all failure cases � which has no more than k edge site fail-
ures. We require that

8g 2 G; � 2 Lk :
X

s

rrg;s � �s �
X

s

nng;s; (13)

which can be efficiently encoded and solved with “sorting
network” method in [36].

5 PRACTICAL ISSUES

In this section, we discuss a couple of practical issues in
implementing Tentacle including backend server provision-
ing, and the variance of online user distribution.

5.1 Edge Provisioning with Backend Servers

Many online services need an integrated infrastructure with
both edge (frontend) servers and backend servers. For
instance, CDNs use edge servers as proxies and caches.
When an edge server’s cache does not have a requested

TABLE 1
The Key Notations in Tentacle Model

Inputs

S Metric space.
G ¼ fgg Set of user groups.
Ng The number of users in g
Sg Set of candidate edge sites of g
Ms The capacity of edge site s.
ps The price of unit resource in edge site s.
cs The one time cost to open edge site s.

Outputs

ng;sng;s The number of users from g served by s
rg;srg;s The capacity reserved on s for g.
ysys ysys ¼ 1 if s is chosen, ysys ¼ 0 otherwise.
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content object, it will download the object from an original
server which typically sits in a small number of locations
like datacenters. The overall user performance of such
online services also depends on the proximity and the
capacity of backend servers.

In the case that backend servers are given, e.g.,manyCDNs
have external original servers from their customers without
their controls, Tentacle makes sure that the edge sites it picks
up satisfy the proximity requirement to the backend servers.
It removes any edge serverwhose delay to the closest backend
server is larger than the maximum tolerate delay. In this case,
because Tentacle cannot decide the capacity of backend serv-
ers, it only ensures the satisfaction in proximity.

In the case that backend servers are also under Tentacle
’s control, Tentacle will perform the same process to provi-
sion the location and the capacity of backend servers as it
provisions the edge servers. For backend servers, edge serv-
ers are their conceptual users. The workload from edge
servers to backend servers can be obtained from the work-
load generated from users to each edge sites and the cache
hit rates on each edge sites. Tentaclewill first discover back-
end locations from the distribution of edge servers, and then
provision the backend server’ capacity with the same ILP
format in edge provisioning.

5.2 The Variance of User Distribution

After a system have been deployed, OSP can adopt reactive
techniques to cope with highly dynamic and unpredictable
users’ requests. However, the system must have the capac-
ity to handle all the user distribution. In the edge provision-
ing process shown in Section 4, we assume that the
distribution of online users is relative stable. However, in
reality the users might be evolving hour by hour, so that the
edge provisioning needs to guarantee that the edge infra-
structure can achieve the proximity and capacity require-
ment for online users all the time.

First of all, Tentacle should not distinguish users who are
identical from the OSPs’ points of view. For instance, it is
common to treat all users within the same “/24” IP subnet
as identical. Therefore, Tentacle only counts the number of
online users within each /24 subnet at a moment as the
online user distribution.

One strategy to deal with the variance of online user distri-
bution is to make sure the infrastructure can satisfy some rep-
resentative user distributions sampled at different period of
time. From history, we observe many representative user dis-
tributions. We can merge all these representative user distri-
butions into a worst-case user distribution by counting the
largest number of users in each /24 subnet. Then by satisfying
the worst user distribution, Tentacle can handle any real time
user distribution if only the number of online users in each
/24 subnet is nomore than theworst-case user distribution.

By adopting the worst-case strategy, the system
deployed by Tentacle is capable to handle any real time
user distribution if the number of online users is no more
than the worst-case user distribution. Moreover, the over-
provisioning capacities can be used to accommodate the
increasing user demand in the future. In order to reduce
the overhead, Tentacle can also satisfy e.g., 70 percent of
the peak user distribution. In this way, the system deployed
by Tentacle costs less but some real time user distribution

will exceed the capacity of the system. Its a trade-off
between cost and performance.

6 EVALUATION

To compare it with existing approaches of edge provision-
ing, we simulate Tentacle using both a world-wide and a
country-wide (Mainland China) realistic user bases. We
show in the following sections that Tentacle outperforms
other approaches in reducing the overall costs and improv-
ing the percentage of users whose QoE requirements are
satisfied. Moreover, we also leverage the measurement data
from real networks to explore Tentacle’s design choices.

6.1 Experiment Setup

As shown in Fig. 7, there are four key components. IP knowl-
edge base is used by the learning approach which maps ideal
edge locations from NC spaces to physical networks. It
stores the geographical locations, the home ISPs and the NC
coordinates of the IP subnets with /24 mask. The IP knowl-
edge base is built on top of HBase. In NC module, we adopt
GNP and reuse the source code of [13] to construct a NC
space for all the network hosts. The landmarks ping the
gateway IP address of each subnet in our IP knowledge base
(e.g., IP 1.2.3.1 is the gateway address of subnet 1.2.3.0/24).
The NC coordinates of these gateways are computed, and
all IP addresses within a subnet share the same NC coordi-
nate with the subnet’s gateway. After collecting the infor-
mation from the above three modules, TentacleEngine tries
to provisioning edges for the users. We implement the edge
provisioning algorithms in Section 4 with 1,000+ lines of
Python code. Gurobi Optimizer 5.6 is used for solving the
ILP in Section 4.2.

Besides Tentacle itself, we also implement a Measurement
client system which is used to justify the proximity of the
unforeseen edge sites picked by Tentacle with the actual
delay measurements. This measurement client system is
deployed at the domestic scale at present.

6.1.1 Global Scale

IP Knowledge Base. We analyze a one-day log from a com-
mercial global scale online service and extract more than
6,990,000 independent IP addresses, which include
2,272,460 different IP subnets with /24 mask. We obtain
each IP’s geographical location (country, state, city, longi-
tude, latitude, AS, and home-ISP) from a commercial
world-wide IP lookup service.3

Fig. 7. The system architecture of Tentacle.

3. http://www.ipaddresslabs.com/
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NC Module. In order to construct a global NC system, we
take advantage of 11 online planetlab nodes from Planetlab
platform to act as landmarks. About 1,116,576 subnets
whose gateways regularly respond to the pings are assigned
NC coordinates.

Measurement Client. In order to evaluate an edge provision-
ing plan, we use the 360 online planetlab nodes to act as the
potential edge sites. We randomly sample from the potential
edge sites and obtain 50 edges as the known edge sets, leaving
the remaining ones as the set to be discovered. After an edge
provisioning plan ismade,we use the planetlab nodes tomea-
sure the actual performance in global Internet.

6.1.2 Country-Wide Scale

IP Knowledge Base. In this experiment, we obtain each IP’s
geographical location at city-level and home-ISP from a
domestic IP lookup service.4

NC Module. By now 38 GNP vantage points geographi-
cally distributed in China have been deployed and we also
select 11 from them to act as landmarks. About 140,000 sub-
nets whose gateways regularly respond to the pings are
assigned NC coordinates.

Measurement Client. We have measurement clients
installed on about 12,500 end hosts. Because of the resource
limits in the end hosts, we only use the clients occasionally
to evaluate the proximity of an edge provisioning plan. The
evaluation process is as follows: after an edge provisioning
plan is made, we try to identify one measurement client
whose location is close to an edge site A in the provisioning
plan. Then we wake up a probing process inside the client
and instruct it to ping the users that are assigned to edge
site A. If any of the users do not respond to pings, the prob-
ing process will ping their gateways instead. The RTT mea-
sured by the client is a good approximation of A’s user-
server RTT. We perform such measurement infrequently
(e.g., once per hour) but for a long period (e.g., one week),
to extra out the noises in individual RTT due to queuing
delays or temporary routing changes.

6.2 Experiments in the Wilds

We first simulate Tentacle with a user base at a global scale
and use the measurement data obtained through the
globally-distributed Planetlab nodes and the measurement
nodes that we have deployed in Mainland China. In such a
way, we strive to simulate Tentacle and other provisioning
approaches in a realistic setting where a service provider
tries to reach its customers worldwide. After that, we also
utilize the data sets from the country-wide network to study
the effectiveness of Tentacle on planning services to be
deployed and optimized in a specific region. In both

scenarios, we use the actual pricing models on edge host
buildout and network bandwidth to compute the deploy-
ment costs.

Scenario. Given a set of users and their bandwidth
demands, we plan a new edge infrastructure for a network
service provider to serve the users under different cost
budgets and users’ requirements on proximity. We compare
the deployment costs and the percentage of users whose
requirements are satisfied.

Users of Online Services. For the global-scale user base, we
collect �1,116,000 independent user IPs from a search
engine. These users are widely distributed over the world.
For the country-wide scale, �20,000 independent user IPs
across Mainland China are collected from a prominent
CDN provider. These IPs are active and usually online dur-
ing our experimental period.

Users’ Requirements. Users’ QoE requirements on the ser-
vice are assumed to differ based on the network scales. For
example, we suppose that a user expects at least 1 (or 3)
edge site(s) whose distance is within 50 (or 90) ms in the
world-wide networks but only 20 (or 40) ms in the country-
wide networks. The average long-term download band-
width demand of each user is 50 Kbps and the distribution
of individual user demands is learnt from real CDN traces.

Edge Sites. In the world-wide network, we select a part of
the online planetlab nodes across the world as pre-known
potential edge sites, while Tentacle can possibly discover
other new sites beyond these candidates, which consist of
the remaining planetlab nodes. For Mainland China net-
work, we select 500 edge locations around China as known
candidates to deploy edge sites, while Tentacle can also pos-
sibly deploy new edge sites in new locations beyond these
candidates. The clients deployed near by these new locations
are used to estimate their latency to users in the network.

Edge Cost Model. The cost to acquire bandwidth at an
edge location includes two parts: one-time construction cost
and long-term bandwidth cost. We assume that an edge
provisioning plan should accommodate all users’ demand
on the bandwidth, that is, the overall capacity for a plan
should not be less than a threshold. The bandwidth price
across the world is referred from [38]. Moreover, we only
have one-time cost when we deploy a new edge site in a
location. In order to merge the one-time cost with the long-
term cost, we split the one-time cost to each year that a
server can work. In our experiment, the construction cost
for a single physical server in a given city includes two
parts: 1) the servers depreciation ($ per year), which is equal
to the average cost to buy a server divides the average time
a server can work; 2) the servers maintenance cost ($ per
year), which is the average cost for holding the server in the
given city, including the rent for a computer room, the elec-
trical cost and so on. Besides, we studied the construction
and bandwidth prices in all major cities in China. Table 2
shows the CDN edge deployment cost in some of the cities.

TABLE 2
The Construction Cost and Bandwidth Price for Some Major Cities in China

City BJ GZ SH HF JJ NC

Construction Cost ($ per year) 10,432 8,114 11,015 9,109 13,036 9,109
Bandwidth Price ($ per year & per 100Mbps) 14,487 12,242 15,818 10,429 8,636 10,429

4. http://developer.baidu.com/map/index.php?title=webapi/
ip-api
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The listed construction cost is not for a datacenter, but for a
single server.

Alternative Provisioning Approaches. To evaluate Tentacle
on provisioning edges for OSPs with flexible server place-
ments, we compare it with two alternative approaches in
existing work for server deployment [7], [8], [39]. Moreover,
we extend the most frequently used one Marginal-Greedy
(MG) to support flexible server placements. These
approaches are described as follows:

(1) Marginal-Greedy: This method only selects edge sites
within the given known candidate sites. It uses a
greedy algorithm to select the edge sites from the can-
didate pool one by one. At the kth round, it selects a
site which achieves the minimum maximum user-
server RTT together with the k� 1 edge sites selected
in last k� 1 rounds. This selection process ends when
all users’ bandwidth demands are satisfied by the
selected edge sites. This method is proposed in [39],
while the similar ideas also appear in [7], [8].

(2) Marginal-Greedy-Extension(MGE): This method first
selects edge sites within given known candidate sites,
and then tries to find new edges if a part of users’
demands could not be satisfied. Similar to MG, MGE
uses a greedy algorithm to select the edge sites from
the candidate pool one by one. However, if all the
pre-known sites are used but users’ demands are still
not satisfied, it regards all the known users as the can-
didate and continues the selection processes. After
that, it tries to find new edge around the selected
users, similar with Tentacle.

(3) Random: This method only selects edge sites within
the given known candidate sites. It randomly choo-
ses several edge sites that can satisfy the total band-
width demands from the users. Then, it assigns
users to the closest edge site with enough capacity.

Performance Metrics. We compare different provisioning
approaches using two metrics: (1) the percentage of users
whose demands are satisfied and (2) the total deployment cost.

6.3 Experimental Results

Fig. 8 compares the percentage of users with satisfactory
QoE obtained with various provisioning methods under dif-
ferent cost budgets and users’ expectations, i.e., at least 1
edge site within a given distance. The subfigures show the
cases for different users’ expectations and different user
bases, respectively. It is intuitive that the percentage of users
having satisfactory delay time grows as the provider invests
more deployment cost on building more edge sites, and
decreases when users’ expectations become more demand-
ing, i.e., requiring more edges within smaller user-server

RTT. The results show that, in all cases, Tentacle outper-
forms the other alternatives.

1) If the provider’s investment is limited, Tentacle is
more likely to find an edge provisioning solution with
enough capacity to accommodate all users’ requests.
For example, when the cost budgets is 300 thousand
dollars in Mainland China, shown in Figs. 8c and 8d,
Tentacle can guarantee that 60 percent of the users
have at least 1 edge within 20 ms while 90 percent
within 40 ms. In contrast, no solutions given by other
alternatives can satisfy the capacity requirements and
the cost budgets simultaneously. This is mainly
because Tentacle has the ability to discover new edge
locationswith lower bandwidth prices and good prox-
imity to users. As Fig. 9 shows, 57 percent of the edges
provisioned by Tentacle are unforeseen beforehand,
when the cost budget is limited to 300 thousand dol-
lars and users’ requirements is demanding (at least 1
edgewithin 20ms).

2) Tentacle achieves much higher percentage of satis-
factory QoE than other provisioning approaches,
especially when the deployment budget is moderate.
For example, in Fig. 8a, at 7 million dollars in world-
wide cases, the percentage led to by Tentacle is gen-
erally 45 percent higher than the “random”
approach, and 30 percent higher than MG and MGE.
In this case, existing edge sites can satisfy the capac-
ity requirements, so MGE has the same percentage
of satisfied users with MG. As to the 500 thousand
dollars in country-wide cases, shown in Fig. 8c, the
percentage led to by Tentacle is 35 percent higher
than the “random” approach, and 25 percent higher
than MG and MGE.

3) Tentacle outperforms MGE even if the cost budget is
enough and MGE begin to discover unforeseen sites
as well. For example in Fig. 8c, at 7 million dollars
in country-wide cases, the percentage led to
by Tentacle is 15 percent higher than MGE, and

Fig. 8. Given cost budgets, the percentage of users with at least 1 edge within the expected distance.

Fig. 9. The percentage of pre-known and unforeseen edge locations pro-
visioned by Tentacle with a limited cost budget (300 thousand dollars)
and demanding users’ requirements (at least 1 edge within 20 ms) in
Mainland China.
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20 percent higher than MG and “random” approach.
This is because MGE tries to discover unforseen
edges after using the existing edge sites. In this case,
MG has the same percentage of satisfied users with
“random” approach because every pre-known edge
sites has been selected by both methods.

Fig. 10 shows the false positive rate and the false negative
of Tentacle for users with at least 1 edge with the expected
distance when given cost budgets, where the false positive
rate is defined as the percentage of users reported by Tenta-
cle as being with at least 1 edge within the expected dis-
tance, but actually NOT; the false negative rate is defined as
the percentage of users reported by Tentacle as NOT being
with at least 1 edge within the expected distance, but actu-
ally YES. As shown in the figure, the false positive decreases
as the cost budget increases while the false negative rate the
opposite. Combined with Fig. 8, it can be concluded that the
gap between the expected performance and the real perfor-
mance is mainly caused by the cost budget when the cost
budget is limited; while by the latency estimation error
when the cost budget is enough.

Fig. 11 compares the percentage of users with satisfactory
QoE for various provisioning methods under different cost
budgets, where users expects at least 3 edges within the given
distance.We observe the similar results: Tentacle delivers
much higher QoE with the same cost budgets than all other
alternative provisioning approaches. Especially in the world-
wide cases where cost budgets is limited to 5 million dollars
and users expect at least three edge sites within the given dis-
tances, shown in Figs. 11a and 11b,Tentacle can find solutions
satisfying 35 or 48 percent of the users whereas the alternative
approaches can hardly find a viable solution.

Tentacle can take fault tolerance into consideration with
relatively small cost increment. Fig. 12 compares the costs
whether Tentacle takes fault tolerance into consideration
when provisioning edges under a user requirement (at least 1
edge within 50 ms). When 70 percent of users’ requirements
are satisfied, the edge provisioning plan without fault toler-
ance would cost about $ 5 million dollars. However, if we
expect the percentage of satisfied users keeps the same level

evenwhen one edge site fails, the provisioning planwith fault
tolerance would cost 18.1 percentmore capital of the OSPs. To
ensure 80 percent of users’ requirements are satisfied, an OSP
needs to invest 15.3 percentmore than the base case.

6.4 Evaluation of Tentacle Design Choices

There are a couple of coordinate systems and clustering
algorithms available for Tentacle to map hosts and group
users, respectively. The possible coordinate systems include
NC and GC while the clustering algorithms can be either
FPC or K-Means [40]. We are interested in finding out the
best suitable combinations for Tentacle to generate cost-
effective deployment plans. We perform experiments with
both a global-scale network and a country-wide network,
and show the results in Fig. 13.

To compare the performance of these combinations of
coordinate systems and grouping methods, we modify
Tentacle’s basic process by replacing Algorithm 1 with
KMeans/NC, KMeans/GC, FPC/NC and FPC/GC, and
replay the experiment scenario in Section 6.2. The expected
user-server RTT is set to be 50 and 90 ms in the global scale
network, and 20 and 40 ms in the country-wide networks,
respectively. We require that for any user there exists
at least one edge site that meets such QoE requirement.
We can see from the results that (1) at a global scale, the

Fig. 10. Given cost budgets, the false positive/negative rate for users with at least 1 edge with the expected distance.

Fig. 11. Given cost budgets, the percentage of users with at least 3 edge within the expected distance.

Fig. 12. Given the percentage of satisfied users (at least 1 edge within
50 ms), comparison between the costs whether Tentacle takes fault
tolerance into consideration.
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FPC/NC has significant advantages than other methods
when the budget for edge deployment is moderate (e.g. $5
M) and the QoE requirement is high (at least one edge
within 50 ms). As we relax the QoE requirement, the FPC/
GC and KMeans/NC show some improvement but still lag
behind FPC/NC. KMeans/GC is the worst combination. In
Figs. 13c and 13d, we observe a similar trend except that
KMeans/NC performs better than FPC/GC. In all the cases,
FPC/NC is the best combinations that yields the best QoE
given a budget of edge deployment.

7 RELATED WORK

We build upon the rich line of work on edge provisioning
problems. Researchers have studied various aspects of this
problem, including iÞ how to select locations from a set of
candidate locations for placing cache servers to optimize
user performance [5], [7], [8], [9] and iiÞ how to evaluate the
performance of edge server locations via measurements [6],
[10] or human comments in social networks [11] to facilitate
the provisioning. The major differences between Tentacle
and these previous work lie in that: (1) Tentacle opens the
possibility to deploy new server sites in locations which are
unknown in advance; (2) Tentacle does not only consider
user performance, but also comprehensively takes into
account the deployment cost, traffic properties and fault tol-
erance. Therefore, Tentacle uncovers and explores a
broader spectrum in server placement problems.

In recent years, how to make online service delivery cost-
efficient and ISP-friendly becomes an important research
field. Liu et al. [41] study how to optimize the edge infra-
structure cost and user performance by redirecting user
requests to proper edge nodes. These existing works either
stand at an OSP’s point of view to design frameworks to
facilitate edge provisioning, or stand at ISPs’ point of view
to deploy protocols to ease the server deployments in ISPs’
networks. Tentacle is complementary to them, because it
stands at edge infrastructure providers’ point of view and
its provisioning process benefits from the collaboration
between OSPs and ISPs. It optimizes the infrastructure
deployment cost which is different from the infrastructure
usage cost in [41].

There are other loosely related placement works. Trans-
parent cache placement problem has attracted some aca-
demic interests [42], [43]. Cohen et al. [44] use joint mirror
placement and request routing to achieve traffic engineering
purpose. Our paper focuses on OSP edge nodes
provisioning.

Network coordinate [12], [13], [14], [15], [16], [17], [18]
has been used in many fields before. Ball et al. [45] use

network coordinate for request routing in CDN. Agarwal
et al. [46] match P2P users in a hybrid coordinate space.
Armitage et al. [47] use network coordinate for service dis-
covery. Tentacle makes a novel usage of NC for computing
and locating the edge server locations which are close to a
group of users.

8 CONCLUSION

Latency experienced by end users is critical to online service
providers. In practise, edge provisioning is extremely com-
plicated due to the abundant deployment options and many
practical considerations. Tentacle is the first framework to
achieve a systematic and comprehensive edge provisioning
for online service providers with various practical considera-
tions. Its power lies in the novel idea of decoupling the limi-
tations on realistic edge location selection from other
concerns. By first finding out the ideal edge locations, then
mapping these ideal locations to actual locations in physical
networks, Tentacle can even discover unforseen potential
edge sites. Via large scale real world deployment and evalua-
tion, we demonstrate that Tentacle can improve the QoE by
up to 10-45 percent within a given cost budget.
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