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Tradeoffs Between Cost and Performance for CDN
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Abstract—Today’s content delivery is characterized by key
trends such as converged media delivery over HTTP, increasing
volumes of multimedia content delivered over IP, and elevated
user expectations on quality-of-experience. In this respect, server
provisioning is a critical phase of CDN management, which affects
both incumbent and entrant CDN operators as well as internet
service providers. However, existing tools and approaches to solve
server placement problems have serious shortcomings: they offer
only coarse tuning knobs and limit servers to a set of candidate
sites given a priori. Our conversations with CDN operators reveal
that a new provisioning mechanism is necessary to take advantage
of emerging opportunities such as faster speed to roll out new
locations and more access networks. In this paper, we present
the design of DISC, a decision support system to help CDN
operators systematically investigate different design tradeoffs and
evaluate what-if scenarios. The key enabler underlying DISC is a
network coordinate-based data analysis workflow that can flexibly
embed different cost, performance, and workload characteristics
without sacrificing the fidelity. We describe practical use cases and
experiences in applying DISC to a large country-wide deployment.
The results show that DISC significantly reduces average latency,
deployment cost, and interdomain traffic.

Index Terms—Clustering, decision support system, server
provisioning, transform.

I. INTRODUCTION

U SER-PERCEIVED quality-of-experience (QoE) plays a
critical role in Internet video applications [1]. In order
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to improve QoE with lower cost, operators usually outsource
videos to content delivery networks, which keeps multimedia
contents on the servers close to end users, thus speeding up
the access time and avoiding global network bottlenecks [2].
According to Cisco’s survey [3], over half of all Internet video
traffic will be delivered through CDN by 2019. Unsurprisingly,
we see a lot of renewed interest in CDN provisioning, with both
incumbent and new entrants in the CDN market. For instance, a
recent study maps the dramatic growth of the Google content de-
livery infrastructure [4]. Similarly, content providers like Netflix
are also creating standards such as OpenConnect to invigorate
server deployments inside internet service providers (ISP) [5].
And, traditional ISPs are also re-entering the CDN marketplace
with both individual and federated offerings [6], [7].

CDN provisioning in today’s network and application land-
scape raises both new opportunities as well as new challenges for
different players in the content delivery ecosystem. In terms of
opportunities, we see that CDN operators and content providers
now have more flexibility in placing delivery server nodes with
the advent of modular datacenters [8], increasing deployment
of internet exchange points (IXP) [9], and research enablers for
nano-datacenters [10]. Furthermore, operators can even roll out
their own server infrastructure when needed, and as evidenced
by Google’s new growth, it is viable to expand the reach deeper
into access ISPs [4].

At the same time, the growing user expectations of video
quality [11] and the increasing “long tail” of content [12] also
raise new challenges for content delivery. In some sense, we see
that traditional delivery server deployments were largely driven
by network constraints (e.g., where ISP Point-of-Presences or
collocation services were available). In contrast, deployments
today and in the future will largely be driven by user expec-
tations and workload demands. Moreover, the new dimensions
of flexibility in placement described earlier also raise practi-
cal challenges in terms of carefully understanding the space
of design tradeoffs across user experience, cost considerations,
and the overall network impact (e.g., how much inter-domain
traffic).

However, existing server placement approaches (e.g., [13]–
[19]), fall woefully short of meeting requirements on several
fronts. At a high level, these approaches typically model the
provisioning problem as some variant of the traditional facility
location problem, where we need to choose k out of M given
candidate sites. While this modeling paradigm suffices for the
traditional model where the set of candidate server locations was
fixed and known a priori, it does not capture the new dimensions
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of flexibility of rolling out new sites as required. In some sense,
the space of such new “sites” is potentially infinite as it need
not fit inside a “discrete” set of M locations, and artificially
imposing such a discrete model may make the problem scale
simply intractable. Furthermore, such a provisioning model im-
plicitly combines all the cost-performance considerations into a
single tunable “knob”, namely the number of locations k. Thus,
it may not adequately capture subtle effects in user QoE, inter-
domain traffic footprint, and variable deployment costs (e.g.,
power costs at different geographical locations [20]).

Our contribution in this work is the design and implemen-
tation of DISC, a decision support system that helps operators
to systematically understand the cost vs. performance tradeoffs
on multiple dimensions. At the heart of DISC is a network co-
ordinates based approach that allows us to flexibly capture the
various cost and performance considerations. In contrast to the
discrete M candidate location approach, a coordinates-based
approach gives the flexibility to consider the entire IP space
as candidate locations. Moreover, operators can then flexibly
overlay different cost/performance metrics over the network co-
ordinate space to analyze different deployment tradeoffs.

In order to seize the emerging opportunities mentioned above,
DISC takes advantage of the idea of “Transform” by trans-
forming network locations from the IP space (Network Space)
into a coordinate space (Coordinate Space), solving a cluster-
ing problem in the Coordinate Space and inverse-transforming
the solution in the coordinate space (Coordinate Space) to the
physical space (Physical Space). We show analytically that our
clustering algorithm in Coordinate Space preserves crucial per-
formance properties such as the latency. Having obtained the
clustering solution in the Coordinate Space, we then use a data-
driven machine learning method to translate the solution back
into the Physical Space, which determines the optimal physi-
cal locations and total deployment cost. In addtion, DISC al-
lows CDN operators to tune the parameters such as cost models
based on their own existing infrastructure and technology so that
DISC’s outputs reflect accurate deployment trade-offs for the
operators.

We fully implement the DISC system in China, and use it in
a number of scenarios to validate our framework’s effectiveness
and correctness. The results show that DISC is instrumental in
clearly quantifying the trade-offs among performance, cost and
inter-domain traffic, and mechanisms enabled by the framework
are easy to use and flexible enough to accommodate a variety
of deployment strategies.

The paper is organized as follows. Section II briefly sum-
marize the related work. Section III introduces the motivation
of the work. Section IV describes the system architecture of
DISC. Section V presents the analysis of the components of
DISC. Section VI provide examples of how to use DISC solve
various provisioning problems. Finally the paper is concluded
in Section VII.

II. RELATED WORK

Server/mirror placement for content distribution have been
extensively analyzed before [13]. Li et al. [14] minimize the

average latency from clients to the deployed proxies using
dynamic programming, which obtains the optimal solution but
under the assumption that the underlying network topology is
a tree. Qiu et al. [15] compare different algorithms for several
realistic topologies, and conclude that greedy algorithms could
achieve near-optimal results. Jamin et al. [17] propose greedy
strategies, which deploy servers in decreasing order of node
degrees. Radoslavov et al. [16] expand the same idea to a two-
level approach. Huang et al. [18] propose to take the locations of
other CDNs’ servers as candidate sites to deploy servers, while
Hasan et al. [21] propose to take ASes as the candidate sites.
Similarly, Zhang et al. [19] use existing online social networks
to solve placement problem of new entrants. All these works
require prior knowledge of the candidate sites. Even if some
works consider deployment cost, it is modelled as a one-time
cost and irrelevant to the service volume; also, none of them
considers inter-domain traffic.

There are loosely related placement works. Transparent cache
placement problem has attracted some academic interests [22],
[23]. Cohen et al. [24] use joint mirror placement and request
routing to achieve traffic engineering purpose. Our paper focus
on CDN nodes placement.

Network coordinate has been used in many fields before. Ball
et al. [25] use network coordinate for request routing in CDN.
Agarwal et al. [26] match P2P users in a hybrid coordinate
space. Armitage et al. [27] use network coordinate for service
discovery. DISC uses network coordinate to expand the space
of the candidate sites.

III. MOTIVATION

As discussed earlier, deploying new CDN nodes is a complex
multidimensional optimization problem that includes consid-
erations such as infrastructure and operating cost, impact on
end-user perceived quality of experience, network-level impact
w.r.t. inter-domain traffic, and the resilience of the system to
future requirements. In this section, we motivate these require-
ments using public datasets, measured evidence, and detailed
conversations with CDN operators.

Cost vs. Performance: The cost of deploying CDN nodes
varies quite significantly across different locations. For example,
Fig. 1 shows data from a public survey conducted in 2012 on
the cost of bandwidth in different metropolitan regions.1 There
are several social, political, and economic factors that go into
deciding the cost-per-unit bandwidth across different locations;
our goal is not to identify these but rather create a system that
works around such practical realities.

The end result is that operators may have to be judicious in
the choice of deployment locations. For instance, even though a
given metropolitan area X might have a lot of potential clients,
the cost of rolling out a new site at X may be prohibitively
high. This claim is not merely hypothetical. Our conversations
revealed that such decisions happen in real life. For instance,

1“How much do businesses pay for a bandwidth of 100 mbit/s?,” [Online].
Available: http://www.rezopole.net/images/stories/pdf/100mbit-united-minds-
120305.pdf
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Fig. 1. Deployment costs are extremely different among cities.1

TABLE I
LINK STATE OF INTERDOMAIN TRAFFIC

Link State Percentage (%)

Healthy (<90 ms) 17.41
Warning (>90 ms & <180ms) 49.73
Critical (>180 ms) 32.85

CDN A choose to serve their clients of SH (a large metropolitan
region) from HZ because the deployment cost of HZ is just one-
third of that in SH, but the potential increase in latency is≤5%.
Similarly, another CDN B we interviewed also confirmed that
they chose to serve their clients in SH from nodes in QH, where
the cost was one-fifth and latency increase was ≈20%.

Coverage vs. inter-domain traffic: Another consideration for
CDN operators is to minimize the total amount of inter-domain
traffic. This is an important metric on two fronts. First, from
a global perspective is a more network-friendly solution that
reduces the overall stress on the network. Second, from a more
CDN-centric view, minimizing the number of inter-domain links
the traffic traverses can improve the user-perceived performance.
To elaborate on the second aspect, Table I shows the measured
inter-domain latency in China during peak hours. The traffic in
the “Healthy” state has latency less than 90 ms almost 80% of
the time during these busy hours, traffic in “Warning” state has
latency between 90 ms and 180 ms, while traffic in “Critical”
state has the latency more than 180 ms. We observe that only
17.41% of the inter-domain links are in the “Healthy” state while
up to 32.85% are in the “Critical” state.

To minimize the impact of such congested inter-domain links
on their customers’ QoE, CDN operators would naturally like
to avoid such inter-domain links. Now, there is a natural cost-
benefit analysis at play here: Ideally we want to cover all ISPs,
but that might require a much larger-scale deployment. Fig. 2
shows the reduction in the total amount of inter-domain traffic
vs. the number of ISPs covered for different metro regions BJ
and WH. Here, an ISP is marked as covered if there is some
CDN node deployed there; i.e., we are not concerned about the
capacity here in this simple analysis. In both cases, we see a
dramatic “diminishing returns” effect; in the case of BJ there is
a sharp drop once the top-6 ISPs are covered while in the case

Fig. 2. Diminishing effect of building more sites for reducing inter-domain
traffic.

of WH the inter-domain traffic reduces by 90% after just two
ISPs are covered. Again, such tradeoffs play a crucial role in
determining (a) the number of sites and (b) the specific locations
at which a CDN should deploy nodes to meet demand in a given
region.

Operator survey: Our conversations with the CDN managers
to understand their current decision processes reveals that the
approach they employ today is quite ad-hoc and experience
based. Moreover, they feel that rather capture placement as a
simple k-out-of-M optimization problem, they would really like
to systematically understand the fundamental tradeoffs. Thus,
our goal is to provide a framework that allows operators to con-
sider a broader search space of placement options and explore
these tradeoffs.

IV. DISC SYSTEM OVERVIEW

As discussed in the previous section, existing approaches
have a rigid placement model that is inadequate to capture the
requirements. Furthermore this is a restrictive model as it pre-
cludes locations that fall outside the given “discrete” candidate
set. Fig. 3 shows an overview of the DISC system.

Inputs: There are three broad inputs into the DISC decision
support system:

1) The first kind of input is network performance measure-
ment data obtained either in-house or from other pub-
lic Internet datasets2 or commercial services.3 This input
serves as the basis for extrapolating the user QoE for
different node deployment. Our current DISC implemen-
tation largely focuses on network latency measurements
obtained from our implemented system.

2) The second input to DISC is real world data or mod-
els that capture the setup and operating cost of adding
some specific capacity in a specific physical location.
For instance, this can be a function of local taxes, lo-
cal power pricing, bandwidth costs, and the availability
of existing co-location services. Our current implemen-
tation uses proprietary cost data obtained from a large
CDN.

2“Caida,” [Online]. Available: http://www.caida.org/data/
3“Keynote,” [Online]. Available: http://www.keynote.com/
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Fig. 3. DISC Architecture.

3) Finally, we have the user facing input to DISC where the
CDN operator4 provides “what-if” deployment queries
to understand the cost-performance tradeoffs of different
design choices.

Output of DISC: Rather than provide a single opaque param-
eter like the number of nodes or their locations, we envision
the output to be a set of relationship curves that allows the
CDN operator to visualize the tradeoff between different fac-
tors. As discussed earlier this includes considerations such as
deployment cost (C) vs. performance (P) and also cost vs. inter-
domain traffic footprint (T). For instance, the output of DISC
will be a set of tradeoff curves as shown: 1) tradeoff between P
and C assuming T is unconstrained; or 2) use an upper bound
on T and analyze the P vs. C tradeoff; or 3) given a constraint
on P due to SLAs, understand the tradeoff between T and C.

Approach overview: Conceptually, the operation of the DISC
system can be divided into four stages:

1) In the first stage DISC uses the network performance data
to build a scalable network coordinate mapping. This is
the role of the Transform Engine. One of the properties
of this step is to ensure that the subsequent analysis will
perform comparably to running the system on the original
physical space.

2) In the next stage, Clustering Engine clusters the points
in the network coordinate space using a bottom-up hi-
erarchical clustering approach. The idea here is that the
“clustriod” of each cluster is the location where a node
should be deployed. Hierarchical clustering is a natural
solution here as it allows us to flexibly tune the granu-
larity of clustering depending on the number nodes to be
deployed. For instance, if we want to deploy more nodes
then we will choose a more fine-grained clustering gran-
ularity but if we are more constrained then we choose
cluster clustriods that are higher up in the hierarchy.

3) After determining the coordinate of the candidate node
locations via clustering, we need to then map this back
into an actual physical realization. This is the goal of

4We use the term CDN broadly to incorporate both third-party CDNs as we
know today such as Akamai/Limelight as well as provider- and ISP-operated
CDNs.

Fig. 4. Framework of DISC.

the i-Transform Engine that conceptually does a inverse
transform from the coordinate space to the physical space.

4) Finally, we envision a frontend Knowledge Center that
allows the operators to visualize these tradeoffs and cus-
tomize input parameters to inform their provisioning
decisions.

Fig. 4 shows the framework of DISC. In the next section, we
describe the design of the core technical components: Trans-
form Engine, Clustering Engine, the i-Transform Engine and
Knowledge Center.

V. DISC SYSTEM DESIGN

A. Transform Engine

As the CDN node deployment is a one-time deal and the
location of a node cannot be altered easily once it has been
deployed, it’s necessary to collect and rely on relatively stable
static network factors when deploying the nodes, leaving net-
work dynamics to content delivery and request routing [28]. It
is however challenging to capture such stable metrics without
incurring prohibitive measurement expenses.

To reduce the measurement cost, Transform Engine adopts ex-
isting network coordinate techniques [29]–[31] to collect infor-
mation and transforms the infrastructure deployment problem in
the physical space to a more manageable problem in Coordinate
Space. Network coordinate technique treats the whole network
(hereinafter called Network Space) as a geometric space (here-
inafter called Coordinate Space), and regards hosts in the net-
work as points in Coordinate Space. The latency between any
two hosts is predicted by the distance between the corresponding
two points in Coordinate Space.

Transform Engine requires the latencies between arbitrary
two users in order to provide necessary information for node
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Fig. 5. Consistency between edges in network space and corresponding edges
in coordinate space.

deployment. iPlane[32] provides predicted delay between any
IP pairs, however, the cost of measuring all pair-wise laten-
cies for large-scale CDN is prohibitive. Vivaldi [30], a fully
distributed scheme to build the positioning system, relies on co-
operation from end hosts, which is not always possible. Trans-
form Engine adopts the Global Networking Positioning (GNP)
[29] technique for its landmark-based property because it in-
curs low cost to establish and tolerates short term instability.
What’s more, Transform Engine does not rely on GNP’s abso-
lute value of predicted latency, instead it takes advantage of the
consistency property, which means the relative length relation-
ship between two edges in Coordinate Space is consistent with
their relationship of network delay in Network Space.

To quantify the GNP’s consistent property, we firstly define
a metric called consistency to describe the consistent extent
between two edges. Assume edge i has a measured latency di in
Network Space and a predicted latency d

′
i in Coordinate Space.

The consistent extent ci,j between edge i and edge j equals
to 1 if and only if the length relationship between di and dj

in Network Space is consistent with the relationship between
d
′
i and d

′
j in Coordinate Space, that is to say, if di > dj , then

d
′
i > d

′
j , and vice verse, which can be stated as following:

ci,j =

{
1 if (di − dj )(d

′
i − d

′
j ) > 0

0 if (di − dj )(d
′
i − d

′
j ) < 0.

(1)

Fig. 5 illustrates a simple case, in which edge AB established
by host A and host B has a measured latency d1 in Network
Space and predicted latency d

′
1 in Coordinate Space, while edge

AC established by host A and host C has a measured latency
d2 in Network Space and predicted latency d

′
2 in Coordinate

Space. If the consistency of edge AB and AC is 1, d1 < d2 is
equivalent to d

′
1 < d

′
2 , and vice verse.

Then we use the consistent extent of two edges to define the
consistent extent cw of the whole network. cw means that if
we select the shorter one from two arbitrary edges according to
the predicted latencies, the latency result will be the same as the
one based on the measured distance with the possibility cw . The
consistency extent cw of the whole network can be defined as

cw =

∑
i,j∈E ;i<j ci,j( |E|

2

) (2)

Fig. 6. Example of mismatching using a K-means-based clustering algorithm,
where node A is chosen in network space but node C is chosen in coordinate
space.

where E is the edge set and ( |E |2 ) is the number of selections
when choosing two edges from the network.

To verify the property, we choose the original data used in
[29] as the test set, which were collected through 19 probes
to 869 targets and have been published,5 and re-constructed
the eight-dimensional coordinate system used by [29]. Among
the 19 probes, 15 probes act as landmarks. We call the other
4 probes vantage hosts, which acted as ordinary hosts in Internet
to verify the system.

Once building the coordinate system, we can obtained two
edge sets: set1 (13,035 edges from landmarks to targets) and
set2 (3,476 edges from vantage hosts to targets). The length of
any edge from set1 or set2 can be measured using ICMP ping
packages from the probes in physical space and predicted using
the network coordinate in Coordinate Space. Then we compare
the measured latencies with the predicted latencies of arbitrary
two hosts, and statistically derive the consistency of the network
coordinate system. Our study shows that the percentage of edge
pairs with consistency property is 92.56% when the two edges
belong to set1, while 92.70% when the two edges belong to
set2. In other words, if we choose two edges randomly, with
high probability their length relationship is consistent between
the physical space and coordinate space. We believe that the
probability can be improved further with enhanced network
coordinate techniques.

B. Clustering Engine

The goal of Clustering Engine is to determine the coordinate
of each node to be deployed. The Clustering Engine groups
neighboring nodes and choose the “center” of a cluster as the
ideal location to place the server. It is a nontrivial task because a
clustering algorithm may cause mismatch between Coordinate
Space and Network Space if not chosen carefully. For example,
the classical K-means algorithm finds the node with the smallest
distance sum as the center of a cluster. We could repeat the
process until the local optimal solution is found. Fig. 6 illustrates
such a case where node A is chosen using K-means as the center
of the cluster in Network Space whereas node C is chosen in
Coordinate Space. Such mismatch causes errors which would

5“Global networking positioning,” [Online]. Available: http://www.cs.cmu.
edu/ eugeneng/research/gnp/



2588 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 19, NO. 11, NOVEMBER 2017

be accumulated in the iterative process. Subsequently the final
result deviates greatly from the ideal solution.

To address the mismatch problem, we choose a hierarchical
clustering algorithm to group hosts into clusters and merges the
“closest” two clusters step by step. Specifically, each ordinary
host itself constitutes a single cluster at the beginning, and then
the closest two clusters are merged into a new cluster, with
the number of clusters decreased by one serving the cluster
members. Repeat the above merging process until all the hosts
are clustered into one set. For each cluster, its center is used as
the appropriate location in Coordinate Space to deploy the node.
During the merging process, we record the intermediate results
and thus quantify the relationship between various factors and
the number of nodes.

Formally we define the “center” of a cluster (aka “clustroid”)
as the point whose maximum Euclidean distance to other points
in a Euclidean space is minimal. We claim that if the consis-
tency property holds, the clustroid of each cluster determined in
Network Space happens to have the coordinates of the clustroid
in Coordinate Space. We provide the proof in Appendix A. This
ensures that the node location determined in Coordinate Space
is equivalent in Network Space without introducing errors.

The clustering process is described with Algorithm 1 and
Algorithm 2. Algorithm 1 addresses a key question: how to
define the distance between two clusters. As Algorithm 1 shows,
we find the closest two clusters and merge them into a new
one in each loop of the clustering process (Line 8−12). The
distance between two clusters ci and cj , dist(ci , cj ), is the
maximum possible distance between any two points from these

two clusters. Such distance definition tends to make points in
one cluster as concentrated as possible. The distance dist(ci, cj )
is formally defined as

dist(ci, cj ) = max{dist(hl, hm ),∀hl ∈ ci,∀hm ∈ cj}.
One important property of dist(ci, cj ) is that if two clusters

ci, cj merge into a new cluster, the distance between the new
cluster and a third cluster ck can be deduced directly from
dist(ci, ck ) and dist(cj , ck ), that is

dist(ci ∪ cj , ck ) = max{dist(ci , ck ), dist(cj , ck )}.
This property is very useful in reducing the algorithm’s
complexity.

In order to quantify these relationships among metrics,
Algorithm 1 records the intermediate results using Algorithm 2.
After the completion of Algorithm 1, R is set of all possible
deployment strategies generated by DISC, and each element
S ∈ R corresponds to a CDN node deployment strategy, which
consists of the nodes’ coordinates.

C. i-Transform Engine

After Clustering Engine determines different deployment
strategies, and gives each node’s network coordinate of a strat-
egy in Coordinate Space, i-Transform Engine is responsible for
inversely transforming the coordinate to an physical location
in Physical Space. A node’s physical location not only refers
to its geographical location, but also includes its ISP property.
As to the granularity of geographical location, we leverage the
granularity of current online address lookup API.6,7

An IP’s corresponding physical place information looked up
from these online address databases,6,7 includes the ISP and
geographical location (country, state, and city). We use a tuple
to denote a host in the Physical Space, that is “IP, physical
location, network coordinate”. Using such tuples, i-Transform
Engine can deduce a point’s physical location whose network
coordinate is known.

Due to the existence of network coordinate’s consistency,
two points close to each other in the network coordinate space
are also close to each other in the physical space. Based on
this idea, i-Transform Engine adopts a voting mechanism in a
point’s neighborhood to determine its physical location. The
neighborhood of a point consists of the closest k points to it,
which is also called k nearest neighborhood (k-NN) [33]. The
mechanism can be stated as Algorithm 3.

With k-NN as the basis, we apply a voting mechanism to
ensure that the chosen location of a node does not violate any
other constraints. Fig. 7 gives such an example, where the blue
ellipses are points which locate at Location 1, the red triangles
are points which locate at Location 2 and the purple star is the
point whose physical place is to be determined. The closest 5
points to the purple star constitute its 5 nearest neighborhood
(5-NN). There are 4 points in Location 1 but only 1 point in

6“Taobao online IP query interface,” [Online]. Available: http://ip.taobao.
com/ipSearch.php

7“Sina online IP query interface,” [Online]. Available: http://int.dpool.sina.
com.cn/iplookup/iplookup.php
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Algorithm 3: DetermineLocation(B, p, k)
1 // B is the database of all known IPs, represented by a

tuple “IP, physical place, network coordinate”
2 // p is the network coordinate of a given point
3 // k is the number of points in p’s neighborhood
4 Np ← the closest k points to p in B
5 s← the majority location of Np

6 return s ;

Fig. 7. Example for the voting mechanism in a point’s neighborhood.

Location 2, thus we take the majority place in the 5-NN, that is,
Location 1 as the physical place of the star.

We use an experiment to verify the rationality of the vot-
ing mechanism and determine the optimal neighborhood size,
although [33] has proved that the probability of error of the near-
est neighbor rule is bounded by twice the Bayes probability of
error. After constructing the network coordinate space (detailed
in Section VI), we choose 11,000 hosts randomly from the total
user set, among which 10,000 hosts belong to the training set
and the rest to the test set. Then we infer the physical location
of each IP from the test set using Algorithm 3 and look up its
physical addresses from a public database.6 Next we compare
the inferred location with the practical location and determine
the accuracy of the inversely mapping algorithm, which is de-
fined as the percentage of IPs whose inferred locations are in
accordance with their physical locations.

Fig. 8 shows the relationship between the predicted accu-
racy rate and the neighborhood size k. The accuracy rate varies
with the number of points in the neighborhood, and reach the
maximum value (about 91%) when the number of points in
the neighborhood equals to 5. So in the following experiments,
we choose five as neighborhood size when determining an IP’s
physical location.

D. Knowledge Center

Knowledge Center serves as the hub for matching CDN op-
erator’s preferences with learned facts to achieve cost-effective
CDN provision. Specifically it accepts CDN operator’s pref-
erences, cost model and their users’ IP addresses. The cost to
deploy a node at a certain location may differ among CDN oper-
ators due to their business relationship with IaaS (Infrastructure
as a Service) Providers and IaaS Providers’ existing infrastruc-
ture. For example, if a node is determined as a node in Amazon’s
CloudFront, the unlinear On-Demand Pricing cost model of the
CloudFront nodes8 will be used. Therefore, a CDN operator

8[Online]. Available: https://aws.amazon.com/cloudfront/pricing/

Fig. 8. Relationship between the predicted accuracy rate and the point number
k in neighborhood.

can compose its own cost model. The Knowledge Center then
takes advantage of the three engines to infer the tradeoff among
various factors (the average latency, the deployment cost and
inter-domain traffic) and supports the CDN operator’s decision
making.

The Knowledge Center is flexible enough to accommodate a
variety of usage scenarios by pre-processing the input data. We
give a few example use cases as follows:

Expanding an existing CDN: CDN operators may expand
their systems to meet growing demands and require incremental
deployment. DISC can pre-process the input data to support the
system’s expansion without moving the existing nodes. It does
so by preassigning a number of users to the existing nodes and
then deploys new nodes for the remaining users. The preassign-
ment of users can be based on the distance to the existing nodes,
as well as the capacity of existing nodes. DISC can also plan
ahead the future placement with its expected user growth speed
by tuning the number of users removed for existing nodes. The
process can be stated as Algorithm 4.

Reducing Inter-domain Traffic: For content-provider-
operated CDNs, especially distributing video contents, inter-
domain traffic is a critical factor to consider. Under this cir-
cumstance, Knowledge Center can simply solve it by adding
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an inter-domain traffic constraint to Clustering Engine when
merging two clusters. For example, based on hosts’ ISP infor-
mation in Algorithm 1 of the Clustering Engine, we can deter-
mine whether merging the two closest clusters would increase
inter-domain traffic. If the inter-domain traffic exceeds the given
expectation after merging the closest two clusters, we set the dis-
tance between the two clusters as +∞ and never merge them
afterwards.

Meeting Performance Requirements: For some commercial
CDNs, providers would prioritize reducing the average latency
over minimizing the inter-domain traffic and the deployment
cost. In this case, the Knowledge Center can take advantage
of the three engines to determine the nodes based on providers’
latency requirement, and then post-process the nodes by making
some to be multi-homed using Algorithm 5 to trade off the
inter-domain traffic with the cost. In Algorithm 5, the choice
of multi-homed nodes can follow a greedy principle, that is,
giving preference to the nodes that reduce more of the total
inter-domain traffic if building as multi-homing nodes.

VI. EVALUATION

We implement, apply and evaluate DISC in mainland China,
the country with largest population in the world. To use DISC,
a CDN provider needs to have knowledge of the IP addresses
of users and the system’s requirements on latency and cost,
and provides them to DISC as input parameters. In this sec-
tion, we present a number of usage scenarios illustrating the

TABLE II
DESCRIPTION OF THE MEASUREMENT WORK

Probes 35 hosts distributed across the
Mainland China

Targets 290,000 “.1” addresses grouped by
IPs extracted from the one month logs
of a commercial CDN

Objective Latencies among probes and latencies
from probes to targets

Period Every two hours interval from August
22, 2013 to September18, 2013

effectiveness of DISC. In particular, we give examples of how
to obtain raw distances of nodes in coordinate space, how to
tune the clustering algorithm to solve deployment problem with
different constraints.

A. Experiment Setup

It is important that DISC relies on Internet’s static perfor-
mance indicators. In this subsection, We describe the overall
experiment setup for the following cases.

Scenario: Given the user set, the objective is to construct a de-
cision support system to help CDN operators to systematically
understand the tradeoffs among deployment cost, user-perceived
latency, and inter-domain traffic. In this evaluation, the user set
is extracted from the one-month service log files of a commer-
cial CDN system (not identified due to privacy) in the country.
Moreover, the requested contents are videos and we assume
that each user consumes the same amount of bandwidth when
requesting the content.

Data Collection: As the probes of the network coordinate
system published at5 are out of our control and not suitable for
Mainland China, we specifically deploy 35 probes and construct
a network coordinate space for Mainland China. These probes
are located in more than 30 cities across the country and at
the backbone of the major Chinese ISPs. On the other hand,
the IP of targets in China are obtained from the one-month
service log files of a commercial CDN system (not identified
due to privacy) in the country. Through the log files, 40 million
different IP addresses are extracted, among which 23 million are
locate in mainland China, covering all of the provinces and ISPs.
In order to reduce the measurement overhead while keeping the
integrity, we take the hosts with the same first 3-byte prefix in
their IP addresses as a group, and use the default IP address (“.1”
address with a /24 network prefix) of each group to represent
the hosts in it. In this way, the number of targets was reduced to
290,000.

Next, we measure the latencies among the probes themselves
and between the probes and targets across the Chinese Inter-
net. To get the raw distance between two hosts, we send 100
ICMP ping packets at one second apart and take the minimum
round-trip value as the distance. The measurement work were
repeated every two hours from August 22, 2013 to September
18, 2013. The distances between two hosts at different time
are recorded and pre-processed before constructing Coordinate
Space. Table II describes the measurement work.

Data Pre-Processing: We sanitize the raw data based on
following principles. 1) Remove the hosts which cannot be
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accessed. We remove a target if it cannot be accessed by any of
the probes during the measurement period. These hosts do not
exist any longer, are off-line during the period, or are inacces-
sible due to their firewall settings. 2) Extract the stable Internet
information needed for node deployment. We choose the mini-
mum latency between two hosts during the measurement period
and regard it as their raw distance, which can be taken as the
latency mainly caused by the Internet topology rather than the
congestions in the Internet. 3) Eliminate the outlier data from
the measurement. We exclude the ordinary hosts whose latency
to probes deviates too much from the empirical relationship
between the Internet latency and the geographical distance [34],
that is, the latency is expected to be the value when bits travel
at 4

9 th
of the speed of light in vacuum. After filtering, there are

142,982 ordinary hosts left and we take them as the user set U
of our CDN.

With the 35 probes and 142,982 ordinary hosts and according
to the practical situation of mainland China network, we utilize
the raw distances among the probes, as well as the raw distances
between the probes and targets to construct a nine-dimension
network coordinate space [435. Among the probes, 17 probes
acted as landmarks of GNP.

Performance Metric: The performance of a CDN can refer
to different metrics of the system, such as the average latency
users perceived and the overall throughput. In order to improve
the throughput, CDN operators always deploy nodes close to
users, allocate enough capacities to each node, distribute con-
tents to suitable nodes, and route the users requests to the clos-
est node with needed contents [36]. Among them, the former
two are relatively static and can be determined when deploy-
ing the nodes, while the latter two focus on handling the net-
work dynamics (such as the variance of network conditions)
and should be adjusted in real-time. In the case study, DISC fo-
cuses on allocating enough bandwidth to each node according
to the users served by the node and minimizing the average user-
perceived latency, both of which can help improve the through-
put. So we use the average latency as the primary performance
metric.

Cost Model: The deployment of a single node incurs one-
time construction cost and its long-term operational cost. The
annualized deployment cost of a node is its depreciation and
operational cost per year where the depreciation equals to the
ratio between the one-time construction cost and the node’s life
time in years. Because both the one-time cost and the long-
term operational cost of a node are directly correlated with its
location and bandwidth, we use the product of the bandwidth
price for the location and its bandwidth requirement to quantify
its deployment cost.

The bandwidth price and requirement of a node are calculated
as follows. We categorize the locations in mainland China into
four types based on the metropolitan regions: first-tier, second-
tier, third-tier and others. We scale the dollar price for these
four types to be 8, 4, 2, and 1, from most to least expensive
in this paper. Meanwhile, we use a non-linear function of the
number of users to estimate the bandwidth requirement of a
node. Specifically, the bandwidth requirement increases at the
beginning and then levels off when the number of users is beyond

a threshold, which is similar with the cost model of CloudFront.
This is because the sharing of bandwidth among users leads
to economical deployment, and the technical capability of a
CDN determines how well its users can statistically share the
links. While the exact function is to be provided through the
Knowledge Center by the provider, without loss of generality,
the bandwidth calculation in our experiments uses the square
root of the normalized number of users.

Inter-Domain Traffic Model: With the dynamic of network
applications and user behavior variability, the total volume of
inter-domain traffic is difficult to predict. In this paper, the
inter-domain traffic is calculated as the percentage of users
whose closest node is cross-ISP.

Existing Approaches: We compare DISC with traditional
methods such as Marginal-benefit-greedy method and Random-
selection method, which need candidate sites beforehand. We
give 10 different candidate site lists, and choose the best one
when the traditional methods perform with best performance.

1) Marginal-benefit-greedy method: given a set of candidate
sites and the number of nodes to be deployed, pick the
next site that obtains the minimum average latency. The
method performs best among the existing feasible meth-
ods [15], [17], [18], [37]. Formally, there exist M can-
didate sites to accommodate n nodes. At each iteration,
assume m(0 ≤ m ≤ n− 1) nodes have already been se-
lected, we pick the (m + 1)th node which obtains best
performance among the remaining M −m candidate sites
if combining with the existing m nodes. This method is
the most frequently used algorithm and has been proved
to achieve near-optimal results for several realistic topolo-
gies[15].

2) Random-selection method: given a set of candidate sites
and the number of nodes to be deployed, pick the nodes
from the candidate sites randomly [15], [17], [38]. The
method performs worst among the existing feasible meth-
ods and can act as the upper bound of the average latency.

B. Case 1: Without Interdomain Traffic Concern

If providers deploy their system without concerns about the
inter-domain traffic, especially for ISP-operated CDNs, Knowl-
edge Center can directly take advantage of the three engines.
Fig. 9 shows the relationship among the average latency, the
deployment cost and number of nodes.

Fig. 9(a) shows the relationship between the average latency
and the deployment size, which is intuitive that the latency re-
duces with the number of nodes. Gradually such reduction levels
off as the node number increases, which is accordance with the
law of diminishing marginal utility in economics. While the
Fig. 9(b) shows the general trend that the deployment cost in-
creases with the number of nodes, but there exist cases whre the
cost decreases locally. This phenomenon is actually a good ex-
ample to illustrate the complexity in CDN deployment. The real
reason behind the cost drops in Fig. 9(b) is the tiered bandwidth
price at different locations, just as shown in Fig. 1. To minimize
the latency, some nodes are deployed in major metropolitan
areas such as Beijing, Shanghai and Guangzhou, with higher
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Fig. 9. Case one: not considering inter-domain traffic, relationship between (a) average latency versus node number, (b) deployment cost versus node number,
and (c) average latency versus deployment cost. (a) P(N). (b) C(N). (c) P(C).

TABLE III
COMPARISON AMONG DIFFERENT METHODS WITHOUT

INTERDOMAIN TRAFFIC CONCERN

DISC Margin Random

Average Latency (ms) 14.0 15.3 16.3
Deployment Cost 14.34 17.69 17.72
Inter-domain Traffic (%) 8.3 12.4 14.9

bandwidth price. As the node number increase, a portion of the
nodes are moved to second-tier cities, reducing the overall cost.
Fig. 9(c) shows the tradeoff between the average latency and
deployment cost without inter-domain traffic constraint, which
can help CDN providers make informed decisions.

Table III shows the comparison when deploying 30 nodes
without consideration about the inter-domain traffic. As to the
average latency users perceived, DISC reduces the average la-
tency by 8.5% than the marginal-benefit-greedy method. This
is because DISC can deploy nodes across the Internet while
the marginal-benefit-greedy method can only deploy nodes at a
limited set of candidate sites. It’s likely that the marginal-benefit-
greedy method may further reduce latency if given more reason-
able candidates. However, that requires a site selection process
which itself is an open question. Compared to the random-
selection method, DISC reduces the average latency by 14.1%.

DISC reduces the cost by 18.9% compared to the marginal-
benefit-greedy method and 19.1% to random-selection. For the
marginal-benefit-greedy methods, it depends heavily on the can-
didate set. Usually, the set is chosen from the large cities with
higher cost price, thus incurring higher deployment cost; while
the random-selection methods choose nodes randomly, and it’s
highly likely that majority of users are served by a small set of
nodes located in first-tier or second-tier cities, incurring more
costs and bandwidth.

For inter-domain traffic, DISC can greatly reduce the per-
centage of users who access contents cross-ISPs. Compared to
marginal-benefit-greedy and random selection, DISC can reduce
the percentage of the inter-domain traffic by 33% and 44.3%,
respectively.

Fig. 10. Tradeoff between average latency and deployment cost with inter-
domain traffic concern.

C. Case 2: With Interdomain Traffic Concern

If CDN providers expect to deploy nodes under the con-
straint of inter-domain traffic, Knowledge Center can support
their decision-making by obtaining the trade-off between the
average latency and the deployment cost with the inter-domain
traffic constraints. Fig. 10 shows the tradeoff when limiting the
inter-domain traffic to less than 10%, where each point repre-
sents the possible minimum latency under the given deployment
cost in x-axis. This is intuitive that the more deployment cost,
the lower the possible minimum average latency.

Fig. 11 compares DISC with existing approaches when limit-
ing the inter-domain traffic to less than 10%. Given the deploy-
ment cost budgets, DISC always achieves the lowest average
latency. Especially when the cost budget is low, DISC has a
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Fig. 11. Comparison among different methods with inter-domain traffic
concern.

Fig. 12. Tradeoff between inter-domain traffic and deployment cost with av-
erage latency constraints.

remarkable advantage. This is mainly because DISC has the
ability to discover new server locations with lower prices and
good proximity to users.

D. Case 3: With Performance Constraints

If CDN providers have to meet performance constraints
due to SLAs while driving down the deployment cost and
inter-domain traffic, they can pick out some nodes and build
them as multi-homed ones that connect to multiple ISPs. Obvi-
ously the deployment cost of these nodes are higher.

Although a city may be covered by several ISPs as shown in
Fig. 2, CDN providers would not like to connect their multi-
homed nodes to every ISP. This is partly due to the cost and
partly due to the tiny market share of some ISPs. Therefore,
we assume that if a node is built to be multi-homed, it is only
connected to the three major ISPs in that country. Without loss
of generality, we set the deployment cost of a multi-homed node
to 50% more than a regular node.

Fig. 12 shows the trade-off between inter-domain traffic and
the deployment cost under average latency constraints, when
limiting the average latency to 15 ms or better. It can be seen

Fig. 13. Comparison among different methods with performance constraints.

that the more multi-homed nodes, the less inter-domain traffic,
but higher the deployment cost.

Fig. 13 shows the comparison between DISC and existing
approaches when limiting the average latency to 15 ms or bet-
ter. Compared with the marginal-benefit-greedy methods and
random-selections, DISC can reduce the inter-domain traffic by
more than 50% and 61.6% respectively when the deployment
cost is 16.0.

VII. CONCLUSION

Traditional methods for infrastructure deployment suffer
from many limitations, such as the inability to minimize inter-
domain traffic and the difficulty to put forward best suitable
candidate sites. This paper presents a novel methodology called
DISC, which converts the infrastructure deployment problem
in the physical network space to a clustering problem in a net-
work coordinate space and inversely converts the solution back
to the physical network space. DISC quantifies the trade-offs
of placement strategies that go beyond a fixed set of candidate
sites given a priori, and significantly reduces inter-domain traf-
fic, which to the best of our knowledge is considered the first
time in deploying network infrastructures. To verify the effec-
tiveness of DISC, we solve a practical node deployment problem
in mainland China using DISC. The results show that DISC can
reduce inter-domain traffic by up to 33%, the average latency by
up to 8.5%, and the deployment cost by up to 18.9% compared
with the best of state of art.

Future works include improving the consistency of network
coordinate technique, introducing more realistic cost models and
taking more practical application scenarios into consideration.

APPENDIX

Definition A.1: Space: S = (U, f) is a space if and only if S
satisfies the following three properties:

1) ∀u, v ∈ U , f(u, v) ≥ 0
2) ∀u, v ∈ U , f(u, v) = f(u, v)
3) ∀u, v ∈ U , f(u, v) = 0⇔ u = v.

where U is the element set of S and f is the distance function
between two elements.

Definition A.2: Given space S = (U, f):
Cluster: c is called a cluster in S if it is a set of elements in

U , that is c ⊂ U ;
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Clustriod: uζ is called the clustriod of c if uζ ∈ U s.t. max
{f(uζ , u),∀u ∈ c} ≤ max {f(v, u),∀u ∈ U, v ∈ c}. We de-
note them as uζ  c.

Cluster Distance: c1 , c2 are two clusters in space S,
the distance between them is defined as dist(c1 , c2) =
max{f(u, v),∀u ∈ c1 , v ∈ c2};

Cluster Set: C is called a cluster set in S if it is a set of
clusters, that is for ∀c ∈ C, c ⊂ U .

Definition A.3: Consistent Spaces: Space S = (U, f) and
S
′
= (U

′
, f

′
) are two consistent spaces, if and only if there ex-

ists a one-to-one mapping function ϕ : U → U
′
, s.t. f(u, v) ≤

f(w, r)⇔ f
′
(ϕ(u), ϕ(v)) ≤ f

′
(ϕ(w), ϕ(r)), for ∀u, v, w, r ∈

U . We denote them as S
ϕ∼ S

′
.

Definition A.4: Given consistent spaces S = (U, f) and
S
′
= (U

′
, f

′
), S

ϕ∼ S
′
:

Consistent Clusters: cluster c in S and cluster c
′

in S
′

are
consistent clusters if c

′
= {ϕ(u),∀u ∈ c}. We denote them as

c
′
= ϕ(c);
Consistent Cluster Sets: cluster set C in S and C

′
in S

′
are

consistent cluster sets if C
′
= {ϕ(c),∀c ∈ C}. We denote them

as C
′
= ϕ(C);

Consistent Spaces have the following good properties. Given
consistent spaces S = (U, f) and S

′
= (U

′
, f

′
), S

ϕ∼ S
′
:

Property A.1: ϕ(C1 ∪ C2) = ϕ(C1)∪ϕ(C2), where C1 , C2
are cluster sets in S;

Proof: ∀c ∈ ϕ(C1 ∪ C2) we know ϕ−1(c) ∈ C1 ∪ C2 so,
ϕ−1(c) ∈ C1 or ϕ−1(c) ∈ C2 , we know c ∈ ϕ(C1) or c ∈
ϕ(C2) which means c ∈ ϕ(C1) ∪ ϕ(C2).
In the other hand, ∀c ∈ ϕ(C1) ∪ ϕ(C2), similarly, we have c ∈
ϕ(C1 ∪ C2). So ϕ(C1 ∪ C2 = ϕ(C1 ∪ C2) �

Property A.2: ϕ(C1 − C2)=ϕ(C1)−ϕ(C2), where C1 , C2
are cluster sets in S ;

Proof: Similarly to the proof of property A.1. �
Property A.3: dist(c1 , c2) ≤ dist(c3 , c4) ⇔ dist(ϕ(c1),

ϕ(c2)) ≤ dist(ϕ(c3), ϕ(c4)), where c1 , c2 , c3 , c4 are arbitrary
four clusters in S.

Proof: 1) dist(c1 , c2) ≤ dist(c3 , c4)⇒ dist(ϕ(c1), ϕ(c2))
≤ dist(ϕ(c3), ϕ(c4)):

According to Definition A.2, ∃ux ∈ c1 , uy ∈ c2 , s.t.
f(ux, uy ) = dist(c1 , c2) ≥ f(up, uq ), where ∀up ∈ c1 , uq ∈
c2 . Based on Definition A.3, f

′
(ϕ(ux), ϕ(uy )) ≥

f
′
(ϕ(hp), ϕ(hq )), thus dist(ϕ(c1), ϕ(c2)) = f

′
(ϕ(ux),

ϕ(uy )). Similarly, ∃uw ∈ c3 , uz ∈ c4 , s.t. dist(c3 , c4) =
f(uw , uz ) and dist(ϕ(c3), ϕ(c4)) = f

′
(ϕ(uw ), ϕ(uz )).

If dist(c1 , c2) ≥ dist(c3 , c4), then f(ux, uy ) ≥
f(uw , uz ). Based on Definition A.3, f

′
(ϕ(ux), ϕ(uy )) ≥

f
′
(ϕ(uw ), ϕ(uz )), that is dist(ϕ(c1), ϕ(c2)) ≥ dist(ϕ

(c3), ϕ(c4)).
2) dist(c1 , c2) ≤ dist(c3 , c4) ⇐ dist(ϕ(c1), ϕ(c2)) ≤

dist(ϕ(c3), ϕ(c4)): It can be proved similarly.
Consolidated (1) and (2), the property has been proved. �
Property A.4: If hζ  c, where c is a cluster in S, then

ϕ(hζ ) ϕ(c).
Proof: The property is equivalent to the statement that if

uζ ∈ U s.t. max {f(uζ , u),∀u ∈ c} ≤ max {f(u, v),∀u ∈
U, v ∈ c}, then max {f ′(ϕ(uζ ), u

′
),∀u′ ∈ ϕ(c)} ≤ max

{f ′(v′ , u′),∀u′ ∈ U
′
, v
′ ∈ ϕ(c)}.

It’s reasonable to assume that ∃ux ∈ c, s.t. f(uζ ,
ux) = max{f(uζ , u),∀u ∈ c}, thus f(uζ , ux) ≥ f(uζ , uw ),
where ∀uw ∈ c. According to Definition A.3,
f
′
(ϕ(uζ ), ϕ(ux)) ≥ f

′
(ϕ(uζ ), ϕ(uw )), thus f

′
(ϕ(uζ ),

ϕ(ux)) = max{f ′(ϕ(uζ ), u
′
),∀u′ ∈ ϕ(c)}.

Similarly, ∃u′ξ ∈ U
′

s.t. max {f ′(u′ξ , u
′
),∀u′ ∈ ϕ(c)}

≤ max {f ′(u′ , v′),∀u′ ∈ U
′
, v
′ ∈ ϕ(c)}. Without loss of

generality, f
′
(u
′
ξ , u

′
y ) = max{f ′(u′ξ , u

′
),∀u′ ∈ ϕ(c)}, where

u
′
y ∈ ϕ(c). What’s more, f(uξ , uy ) = max{f(uξ , u),∀u ∈

c}, where uξ , uy ∈ c, ϕ(uξ ) = u
′
ξ and ϕ(uy ) = u

′
y .

Now what should be proved is u
′
ξ = ϕ(uζ ), that is uξ = uζ .

Assume u
′
ξ �= ϕ(uζ ), there would exist f(uζ , ux) ≤ f(uξ , uy )

while f
′
(u
′
ξ , u

′
y ) < f

′
(ϕ(uζ ), ϕ(ux)), which contradicts with

Definition A.3. So the assumption is not established, and max
{f ′(ϕ(uζ ), u

′
),∀u′ ∈ ϕ(c)} ≤ max {f ′(u′ , v′),∀u′ ∈ U

′
, v
′ ∈

ϕ(c)}.
In summary, the property is proved. �
Based on the definitions and the properties, we can draw the

conclusion that if we had obtained the distance between arbitrary
two hosts in Network Space (hereinafter called NS), and use
Clustering Engine to cluster these hosts (replace the parameters
in Coordinate Space (hereinafter called CS) with corresponding
parameters in NS), the result would be consistent with the result
in CS. In detail, it can be stated by the following theorems.

Theorem A.1: CS is a space, and NS is also a space if not
considering the asymmetry of the Internet.

Theorem A.2: If the consistent extent of the whole network
equal to 1, NS

ϕ∼ CS, where ϕ is the Transform Engine.
The above two theorems can be easily understood according

to the Definition A.1 or Definition A.3, thus not giving the proof
in detail.

Theorem A.3: If NS
ϕ∼ CS, hosts are clustered (Algorithm

1) in both spaces meanwhile, the cluster set C in CS and the
cluster set C

′
in NS are consistent cluster sets.

Proof: The theorem can be demonstrated using mathemati-
cal induction method. Assume Ck (C

′
k ) is the cluster set after the

k round of Line 4-12 in CS (NS), where k = 0, 1, ..., N − nc ,
the theorem is equivalent to C

′
N−nc

= ϕ(CN−nc
).

Basis: Show that the statement holds for k = 0.
Based on Line 4, C0 = {{hl}|l = 1, 2, ..., N}, and

C
′
0 = {{h′l}|l = 1, 2, ..., N}, where h

′
l = ϕ(hl). Obviously,

C
′
0=ϕ(C0), so the statement is true for k = 0.
Inductive step: Show that if the statement holds for k = m,

then also holds for k = m + 1. This can be done as follows.
Assume the statement holds for k = m, that is C

′
m =

ϕ(Cm ). Suppose in the m loop of Line 7-11, the clos-
est two clusters in cluster set Cm is ci, cj , then dist(ci, cj )
≤ dist(cp , cq ), ∀cp , cq ∈ Ck . According to Property A.3,
dist(c

′
i , c

′
j )≤ dist(c

′
p , c

′
q ), where c

′
i = ϕ(ci), c

′
j = ϕ(cj ), c

′
p =

ϕ(cp), and c
′
q = ϕ(cq ), so c

′
i , c

′
j are the closest two clusters in

cluster set C
′
m .

Then Cm+1 = (Cm − ({ci} ∪ {cj})) ∪ {ci ∪ cj}, while
C
′
m+1 = (C

′
m − ({c′i} ∪ {c

′
j})) ∪ {c

′
i ∪ c

′
j}.

According to Property A.1 and Property A.2, C
′
m+1 =

ϕ(Cm+1), thereby showing that the statement holds for k =
m + 1.
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Since both the basis and the inductive step have been per-
formed, by mathematical induction, the statement holds k =
N − nc , that is C

′
N−nc

=ϕ(CN−nc
). �

Theorem A.4: If the cluster set C in CS and the cluster set
C
′

in NS are consistent cluster sets, cluster S (or S
′
) is the set

of clustriods from each cluster in C (or C
′
) ( Algorithm 2), S

and S
′
are consistent cluster sets.

Proof: According to the Definition A.2, S = {pi |∀ci ∈
C, pi  ci}, and S

′
= {p′i |∀c

′
i ∈ C

′
, p
′
i  c

′
i}. From Prop-

erty A.4, ϕ(S) = {ϕ(pi)|∀ci ∈ C, pi  ci} = {p′i |∀c
′
i ∈

C
′
, p
′
i  c

′
i} = S

′
, where p

′
i = ϕ(pi), c

′
i = ϕ(ci). So the

statement is proved. �
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